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Organization
This document is organized as follows:
• Chapter 1, Introduction
This chapter describes how systems, HP-UX 11i v2 in operation 
• Chapter 2, System Management Utilities
This chapter is a discussion of the system administration utilities, System Administration Manager (SAM) for HP-UX .
• Chapter 3, Archiving
This chapter is a discussion of the archiving commands on HP-UX that enable you to back up and recover data, as well as interoperability issues that affect common archive commands.
• Chapter 4, Crash Dump
Information on how to specify the information that will be saved in the event of a crash on HP-UX operating system and how to manipulate the crash data after a crash occurs makes up
• Chapter 5, Devices
This chapter.How hpux operating systems recognize devices through device files, device file naming conventions, and information on the creation of device files is described 
• Chapter 6, Kernel Configuration
This chapter is a discussion on the building of a kernel in both operating systems and how kernel parameters are monitored.
• Chapter 7, Network Administration
This chapter contains information on the basic configuration of the HP-UX operating systems that enable them to communicate with other computers on the network, as well as discussions on BIND/DNS, NIS, NFS, and Mail.
• Chapter 8, Performance Monitoring
This chapter is a discussion on the methods for monitoring performance on both operating systems.
• Chapter 9, Print System
This chapter contains information on how the print system is configured and used in both operating systems.
• Chapter 10, Process Management
This chapter describes how HP-UX manage processes, and a discussion of signals and starting and stopping subsystems from the command line.
• Chapter 11, Security
This chapter is a discussion on Industry-Standard UNIX security and extensions of the HP-UX operating system  that provide additional security features equivalent to a C2-level Trusted Computing Base.
• Chapter 12, Software Management
Descriptions of the methods used for installing and managing software, including operating system software are contained in this chapter.
• Chapter 13, Storage and File System Administration
This chapter gives information on the file system types available on operating system, and a description of file system operations.
• Chapter 14, System Startup and Shutdown
This chapter provides the various methods for starting up an HP-UX operating system  for shutting them down.
• Chapter 15, User and Group Account Administration
The methods for managing users and groups under SysMan Menu and SAM, as well as the implementation of passwords, are compared in this chapter.
• Appendix A, File System Hierarchy
This appendix depicts the structure of the root file system on  operating systems in a side-by-side

                                                1 Introduction

Identifying the Version of the Operating System

HP-UX
The internal name for HP-UX 11i is reported by the uname command with the -r option. The external and
internal names for the HP-UX 11i operating system are shown here.
.
HP-UX 11i B.11.11
HP-UX 11i v 1.5 B.11.20
HP-UX 11i v 1.6 B.11.22
HP-UX 11i v 2 B.11.23
Key Points
HP-UX operating systems are based on the UNIX operating
system, the HP-UX stems from the System V version which was developed at the University of California at Berkeley. Some basic key points follow:
• The kernel of an HP-UX system is in the /stand directory.
• The file used to resolve hostname to IP under HP-UX is /etc/nsswitch.conf
• HP-UX features a pseudo-swap reservation policy.
• Allow you to tune some kernel parameters.
• The secure ttys database is /etc/securetty for HP-UX 
 
Table 1-1 UNIX Products for HP-UX

	Table 1-1 UNIX Products for HP-UX
	
	
	
	
	
	
	
	

	Product Name 
	Type
	 Description
	
	
	
	
	
	

	Process  Resource  Manager(PRM)
	Layered Product
	PRM controls the resources that processes uses during peak system
	
	
	
	
	
	

	 
	 
	load. PRM can manage the allocation of CPU, memory resources, and
	
	
	
	 
	
	

	 
	 
	disk bandwidth. It allows you to run multiple mission-critical
	
	
	
	 
	
	

	 
	 
	applications on a single system, improve response time for critical
	
	
	
	 
	
	

	 
	 
	users and applications, allocate resources on shared servers, provide
	
	
	
	 
	
	

	 
	 
	applications with total resource isolation, and change the
	
	
	
	 
	
	

	 
	 
	configuration dynamically.
	 
	 
	 
	 
	
	

	HP-UX  Workload Manager (HP-UX WLM)
	Part of the    Mission
	WLM provides automatic CPU resource allocation and application
	
	
	
	
	
	

	 
	Critical Operating
	performance management based on prioritized service-level objectives
	
	
	
	
	
	

	 
	Environment
	(SLOs). In addition, WLM allows administrators to set real memory
	
	
	
	
	
	

	 
	 
	and disk bandwidth minimums to fixed levels in the configuration.
	
	
	
	
	
	

	HP OpenView
	 Stand-alone Product
	HP OpenView is an all-encompassing management solution; server
	
	
	
	
	
	

	 
	 
	management tools are well integrated with OpenView and the result is
	
	
	
	
	
	

	 
	 
	a highly manageable data center solution.
	
	
	
	
	
	

	HP Utility Data Center (UDC)
	 Stand-alone Product
	The Utility Data Center pools all data center resources into a single
	
	
	
	
	
	

	 
	 
	infrastructure, allowing you to consolidate and standardize IT
	
	
	
	
	
	

	 
	 
	resources and automate data center processes. UDC allows data center
	
	
	
	
	
	

	 
	 
	infrastructures to be wired once, provisioned virtually, and managed
	
	
	
	
	
	

	 
	 
	on an as-needed basis. The Utility Controller software simplifies the
	
	
	
	
	
	

	 
	 
	design, allocation, and billing of IT resources for applications and
	
	
	
	
	
	

	 
	 
	services. UDC is based on open standards and can accommodate
	
	
	
	
	
	

	 
	 
	servers, storage, and network equipment.
	
	
	
	
	
	

	Ignite-UX 
	 
	Ignite-UX addresses the need for HP-UX system administrators to
	
	
	
	
	
	

	 
	 
	perform fast deployment for one or many servers. It provides the
	
	
	
	
	
	

	 
	 
	means for creating and reusing standard system configurations,
	
	
	
	
	
	

	 
	 
	enables replication of systems, permits post-installation
	
	
	
	
	
	

	 
	 
	customizations, and supports both interactive and unattended
	
	
	
	
	
	

	 
	 
	operating modes.
	
	
	
	
	
	

	Software  Distributor-UX (SD-UX)
	Part of the
	SD-UX creates depots to house installation and patch software. The
	
	
	
	
	
	

	 
	core operating
	HP ServiceControl Manager gives SD-UX a push capability, meaning
	
	
	
	
	
	

	 
	system
	that software installation can be pushed onto a client from a server.
	
	
	
	
	
	

	HP  ServiceControl Manager
	 
	This HP System Configuration Repository tool offers centralized
	
	
	
	
	
	

	 
	 
	change management and tracking across multiple systems, and can
	
	
	
	
	
	

	 
	 
	create an audit trail of changes and actions taken on all systems.
	
	
	
	
	
	

	 
	 
	Administrators can compare nodes for “before and after” snapshots to
	
	
	
	
	
	

	 
	 
	determine what has changed in the system configuration.
	
	
	
	
	
	

	System
	Part of the
	SAM is a menu-driven approach to system administration tasks that
	
	
	
	
	
	

	Administration
	core operating
	can be run in a graphics (GUI) or text-based (TUI) environment. These
	
	
	
	
	
	

	Manger (SAM)
	system
	tasks include performing auditing and security, managing user and
	
	
	
	
	
	

	 
	 
	group accounts, handling disk and file system management.
	
	
	
	
	
	

	 
	 
	The HP ServiceControl Manager makes SAM multi-system aware, so
	
	
	
	
	
	

	 
	 
	that the key tasks SAM performs can be distributed to multiple
	
	
	
	
	
	

	 
	 
	systems and delegated using role-based security.
	
	
	
	
	
	

	Security Patch
	 
	This tool determines how current a system’s security patches are,
	
	
	
	
	
	

	Check
	 
	recommends patches for continuing security vulnerabilities, and warns
	
	
	
	
	
	

	 
	 
	administrators about recalled patches still on the system.
	
	
	
	
	
	

	Partition
	 
	The HP Partition Manager creates and manages hard partitions for
	
	
	
	
	
	

	Manager
	 
	HP-UX high end servers; these partitions are called “nPartitions”.
	
	
	
	
	
	

	 
	 
	Systems running on those partitions can be managed consistently with
	
	
	
	
	
	

	 
	 
	all other tools integrated into ServiceControl Manager.
	
	
	
	
	
	

	Event
	Part of the
	EMS keeps the administrator of multiple systems aware of system
	
	
	
	
	
	

	Monitoring
	Enterprise
	operation throughout a cluster and notifies the administrator of
	
	
	
	
	
	

	Service (EMS)
	and Mission
	potential hardware or software problems before they occur. HP
	
	
	
	
	
	

	 
	Critical
	ServiceControl Manager can launch the EMS interface and configure
	
	
	
	
	
	

	 
	Operating
	EMS monitors for any node or node group that belongs to the cluster,
	
	
	
	
	
	

	 
	Environments
	resulting in increased reliability and reduced downtime.
	
	
	
	
	
	

	EMS High
	Part of the
	EMS HA polls hardware, disks, clusters, network interfaces, and
	
	
	
	
	
	

	Availability
	Enterprise
	system resources that can send information to notify you about events
	
	
	
	
	
	

	 
	and Mission
	before they affect you.
	
	
	
	
	
	

	 
	Critical
	 
	
	
	
	
	
	

	 
	Operating
	 
	
	
	
	
	
	

	 
	Environments
	 
	
	
	
	
	
	

	Secure Web
	 
	SWC redirects the console port to a secure Web-based console, allowing
	
	
	
	
	
	

	Console
	 
	a PC to access HP-UX server consoles over a corporate intranet,
	
	
	
	
	
	

	 
	 
	enabling remote management.
	
	
	
	
	
	

	 
	 
	 
	
	
	
	
	
	

	Central Web
	 
	CWC provides a single, secure console access point for multiple
	
	
	
	
	
	

	Console
	 
	systems and devices across the data center. CWC allows HP-UX
	
	
	
	
	
	

	 
	 
	servers to be connected and managed from one central location,
	
	
	
	
	
	

	 
	 
	eliminating multiple system consoles.
	
	
	
	
	
	

	HP-UX Kernel
	 
	The kcweb Kernel Configuration tool features a Web-based GUI that
	
	
	
	
	
	

	Configuration
	 
	lets you tune both dynamic and static kernel parameters quickly and
	
	
	
	
	
	

	 
	 
	easily to optimize system performance. This tool also sets kernel
	
	
	
	
	
	

	 
	 
	parameter alarms that notify you when system usage levels exceed
	
	
	
	
	
	

	 
	 
	thresholds.
	
	
	
	
	
	

	OpenView
	 
	The combined features of the integrated OpenView Glanceplus,
	
	
	
	
	
	

	Glanceplus Pak 2000
	 
	OpenView Performance Agent, and Single-System Event and
	
	
	
	
	
	

	 
	 
	Availability Management offer OpenView Glanceplus Pak 2000
	
	
	
	
	
	

	 
	 
	real-time diagnostic capabilities, historic data collection capabilities,
	
	
	
	
	
	

	 
	 
	and system monitoring capabilities. OpenView GlancePlus works with
	
	
	
	
	
	

	 
	 
	PRM and WLM to provide administrators the information required for
	
	
	
	
	
	

	 
	 
	intelligent resource allocation decisions.
	
	
	
	
	
	

	MC/Service
	Part of the
	MC/ServiceGuard is a specialized facility for protecting
	
	
	
	
	
	

	Guard
	Mission
	mission-critical applications from a wide variety of hardware and
	
	
	
	
	
	

	 
	Critical
	software failures. With MC/ServiceGuard, multiple nodes are
	
	
	
	
	
	

	 
	Operating
	organized into an enterprise cluster that delivers highly available
	
	
	
	
	
	

	 
	Environment
	application services to LAN-attached clients. MC/ServiceGuard
	
	
	
	
	
	

	 
	 
	monitors the health of each node and quickly responds to failures in a
	
	
	
	
	
	

	 
	 
	way that minimizes or eliminates application downtime.
	
	
	
	
	
	

	 
	 
	MC/ServiceGuard integrates with PRM and WLM, providing a
	
	
	
	
	
	

	 
	 
	mechanism for dynamically re-allocating system resources in the event
	
	
	
	
	
	

	 
	 
	of a system failure.
	
	
	
	
	
	

	HP-UX Virtual
	 
	The vPars tool makes it possible to run multiple workloads, each with
	
	
	
	
	
	

	Partitions
	 
	unique requirements, on the same server at the same time. Virtual
	
	
	
	
	
	

	(vPars)
	 
	Partitions are well suited for making effective use of under-used server
	
	
	
	
	
	

	 
	 
	nodes and for testing new or enhanced products in a production
	
	
	
	
	
	

	 
	 
	environment without the need to duplicate the entire environment.
	
	
	
	
	
	

	 
	 
	WLM and vPars work together to move CPU resources dynamically
	
	
	
	
	
	

	 
	 
	between virtual partitions so you can prioritize SLOs across multiple
	
	
	
	
	
	

	 
	 
	OS instances.
	
	
	
	
	
	

	HP OpenView
	 Stand-alone
	HP OpenView is an enterprise-level portfolio of software solutions for
	
	
	
	
	
	

	 
	product
	managing and optimizing data and voice services as well as the
	
	
	
	
	
	

	 
	 
	infrastructure on which they run. HP OpenView includes the following
	
	
	
	
	
	

	 
	 
	product- and process-specific management tools that enables you to
	
	
	
	
	
	

	 
	 
	manage on an entire network of hardware, software, and services:
	
	
	
	
	
	

	 
	 
	• HP OpenView Node Manager (NNM)
	
	
	
	
	
	

	 
	 
	NNM is a comprehensive solution that allows you to manage
	
	
	
	
	
	

	 
	 
	networks intelligently and identify potential problems before a
	
	
	
	
	
	

	 
	 
	failure occurs.
	
	
	
	
	
	

	 
	 
	• HP OpenView Operations
	
	
	
	
	
	

	 
	 
	OpenView Operations is a distributed client/server software
	
	
	
	
	
	

	 
	 
	solution that allows full control of distributed IT resources from a
	
	
	
	
	
	

	 
	 
	central management console.
	
	
	
	
	
	

	 
	 
	• HP OpenView Omniback II
	
	
	
	
	
	

	 
	 
	OpenView Omniback II is a software solution providing media
	
	
	
	
	
	

	 
	 
	management and automated data protection and backup for
	
	
	
	
	
	

	 
	 
	servers and heterogeneous data center environments.
	
	
	
	
	
	

	sar (System
	Part of core
	The sar command reports on system activity by sampling cumulative
	
	
	
	
	
	

	Activity
	Operating
	activity counters in the operating system at given intervals of time for
	
	
	
	
	
	

	Reporter)
	System
	a given duration of time. The sar command can also extract data from
	
	
	
	
	
	

	command
	 
	a previously recorded file.
	
	
	
	
	
	

	ioscan
	 Part of core
	The ioscan command scans system hardware, usable I/O system
	
	
	
	
	
	

	 
	Operating
	devices, or kernel I/O system data structures as appropriate, and lists
	
	
	
	
	
	

	 
	System
	the results. For each hardware module on the system, the ioscan
	
	
	
	
	
	

	 
	 
	command displays by default the hardware path to the hardware
	
	
	
	
	
	

	 
	 
	module, the class of the hardware module, and a brief description.
	
	
	
	
	
	

	 
	 
	OpenView Operations is a distributed client/server software
	
	
	
	
	
	

	 
	 
	solution that allows full control of distributed IT resources from a
	
	
	
	
	
	

	 
	 
	central management console.
	
	
	
	
	
	



Third Party Software

After-market software products that run on the HP-UX operating system and the Tru64 UNIX operating system are available; some of these products address the needs of the system administrator. Such products include the following:
• BMC Patrol Express provides monitoring, notification, and reporting across customers’ servers, networks and application infrastructures. See http://www.bmc.com for more information.
• Uptime Software provides monitoring, reporting, troubleshooting, root-cause analysis, problem-solving, long term trending, server consolidation, and capacity planning. See http://www.uptimesoftware.com for more information.
• SarCheck is a UNIX performance analysis and tuning tool for most HP-UX systems; it produces Recommendations , and explanations, with supporting graphs and tables. See
http://www.sarcheck.com/schp.htm for more information.

                                       2 System Management Utilities

HP-UX operating system offer utilities to help the System Administrator find and execute applications to perform administrative tasks, although they are very different. This chapter discusses these utilities as well as other, general, system management utilities.

Graphical Utilities

The HP-UX operating systems provides graphical utilities that aid system
administration. The System Administration Manager (SAM) can be run as a
graphical application or as a text-based application.

HP-UX System Administration using SAM

The System Administration Manager is a task-oriented method for performing system administration tasks.SAM is capable of displaying as a graphical user interface (GUI) or as a terminal user interface (TUI). SAM is an optionally-loaded fileset and relies on the X11 fileset for use as a GUI. Software Management, for information on filesets and software installation. SAM provides you with a field of icons, each of which represents an area of system administration SAM performs the following system administration tasks:
• Auditing and Security (Trusted Systems)
— Set global system security policies
— Add, modify and remove commands from the list of authenticated commands
— Turn the Auditing system ON or OFF
— Set the parameters for the Audit Logs and Size Monitor
— View all or selected parts of the audit logs. Modify (or view) which users, events, and/or system calls get audited
— Convert your system to a Trusted System. Convert your system to a non-Trusted System
• Backup and Recovery
— Interactively back up files to a valid backup device (cartridge tape, cartridge tape autochanger, magnetic tape, DAT, magneto-optical disk, or magneto-optical disk autochanger). The SAM interface is suspended so that you can read and/or respond to the interactive messages produced by fbackup; see the fbackup (1M) reference page for more information.
— Recover files online from a valid backup device. The SAM interface is suspended so that you can read/respond to the interactive messages produced by frecover (see the frecover (1M) reference page).
— Add to, delete from, or view the automated backup schedule
— Obtain a list of files from a backup tape
— View various backup and recovery log files.
• Disk and File Systems Management
— Add, configure, or unconfigure disk devices, including hard drives, floppy drives, CD-ROMs, magneto-optical devices, and disk arrays
— Add, modify, or remove local file systems, or convert them to long file names
— Configure HFS or VxFS file systems.
— Remote (NFS) file systems configuration, including:
— Add, modify, or remove remote (NFS) file systems
— Allow or disallow access by remote systems to local file systemsa
— Modify RPC (Remote Procedure Call) services' security.
— Add, remove, or modify device or file system swap
— Change the primary swap device
— Examine, create, extend, or reduce a volume-group pool of disks
— Create, extend or change number of mirrored copies of a logical volume and associated file system
— Remove a logical volume or increase its size. Split or merge mirrored copies of a logical volume
— Share or unshare volume groups (only on MC/ServiceGuard clusters running MC/ServiceGuard OPS
Edition).
• Kernel Configuration
This component has been replaced by kcweb, a web interface to configure the kernel. Add/remove static
drivers and DLKM modules to/from a kernel. Modify static and dynamic tunable parameter values in the kernel. Generate a new kernel.
• Networks/Communications
— Configure one or more LAN cards
— Configure ARPA services
— Configure the Network File System (NFS)
— Configure X.25 card or cards, and PAD (Packet Assembler/Disassembler) services (if X.25 has been purchased)
• Peripheral Devices Management
— Administer the LP spooler, associated printers, and plotters (see "Printer and Plotter Management" below)
— Add, modify, or remove the configuration of disk devices
— Add or remove terminals and modems
— Configure terminal security policies (Trusted Systems only)
— Lock and unlock terminals (Trusted Systems only)
— Add or remove tape drives. Add or remove hardware interface cards
— View current configuration of peripherals and disk space information
• Printer and Plotter Management
— LP Spooler - Manage local, remote, and networked printers and plotters.
• Process Management
— Kill, stop or continue processes
— Change the nice priority of processes
— View the current status of processes
— Schedule periodic tasks via cron
— View current periodic (cron) tasks
— Run performance monitors
— Display system properties such as machine model and ID; number of installed processors, their
version and speed; operating system release version; swap statistics, real, physical, and virtual memory statistics; network connection information
 • Remote Administration
— Configure remote systems for remote administration.
— Execute SAM on systems configured for remote administration.
• Routine Tasks
— Shut down the system
— View and remove large files
— Specify size and time-since-accessed of large files to display or remove
— View and remove unowned files
— Specify size and time-since-accessed of unowned files to display or remove
— View and remove core files
— View and trim ASCII or non-ASCII log files
— Add or remove files from the list of files to monitor
— Set recommended size for trimming
• User and Group Account Management
— Add, remove, view, and modify user accounts
— Modify a user account's group membership
— Set up password aging for a user account
— Add, remove, view, and modify groups
— Deactivate and reactivate user accounts
— Manage trusted system security policies on a per-user basis

General System Administration Commands
Many administrators prefer commands that can be entered through a command line interface or from within a shell script. Administration commands that are used frequently and for a number of tasks are the ioscan command under the HP-UX operating system 

The ioscan command (HP-UX)
The ioscan command scans system hardware, usable I/O system devices, or kernel I/O system data structures as appropriate, and lists the results. By default, the ioscan command displays the hardware path to the hardware module, the class of the hardware module, and a brief description for each hardware module on the system. By default, the ioscan command scans the system and lists all reportable hardware found. The types of hardware reported include processors, memory, interface cards and I/O devices. Scanning the hardware may cause drivers to be unbound and others bound in their place in order to match actual system hardware.Entities that cannot be scanned are not listed. The -u option displays a list of usable system I/O devices instead of all available hardware.The ioscan command can be used to force the specified software driver into the kernel I/O system at the given hardware path and to force software driver to be bound. This can be used to make the system recognize a device that cannot be recognized automatically; for example, because it has not yet been connected to the system, does not support autoconfiguration, or because diagnostics need to be run on a faulty device.A nonroot user can use the ioscan command’s -k option to display the kernel hardware tree. Driver binding and actual hardware scanning is restricted to the superuser (root).The following example shows the use of the ioscan command to list all the devices belonging to the disk device class:

# ioscan -C disk
H/W Path Class Description
==================================================
10/0/14/0.0.0 disk MITSUMI CD-ROM FX4830T!B
10/0/15/0.5.0 disk QUANTUM ATLAS5-9LVD
10/0/15/0.6.0 disk QUANTUM ATLAS5-9LVD
#
By using the -f, -u, and -n options in addition to the -C option, you can display a full listing of all disks (from
a list of the usable system I/O devices), including the hardware path, driver, software state, hardware type,
and the device special files associated with each disk:
# ioscan -funC disk
Class I H/W Path Driver S/W State H/W Type Description
=======================================================================
disk 0 10/0/14/0.0.0 sdisk CLAIMED DEVICE MITSUMI CD-ROM FX4830 T!B
/dev/dsk/c0t0d0 /dev/rdsk/c0t0d0
disk 1 10/0/15/0.5.0 sdisk CLAIMED DEVICE QUANTUM ATLAS5-9LVD
/dev/dsk/c2t5d0 /dev/rdsk/c2t5d0
disk 2 10/0/15/0.6.0 sdisk CLAIMED DEVICE QUANTUM ATLAS5-9LVD
/dev/dsk/c2t6d0 /dev/rdsk/c2t6d0
See the ioscan(1M) reference page for more information about this command.

Extending System Administration to Other Users
Some system administration tasks are left to assistants and operators; examples of these tasks include archiving data files. Both operating systems provide a means to extend some system administration tasks to
other users without divulging the root password. HP-UX offers a version of SAM called Restricted SAM for this purpose. Under these facilities, the System Administrator determines which users are eligible and which
applications they can run.

Restricted SAM under HP-UX
SAM can be configured to provide a subset of its functionality to certain users or groups of users. It can also be used to build a template file for assigning SAM access restrictions on multiple systems. This is done through the Restricted SAM Builder. System administrators access the Restricted SAM Builder by invoking SAM with the -r option. In the Builder, system administrators may assign subsets of SAM functionality on a per-user or per-group basis. Once set, use the -f option to verify that the appropriate SAM functional areas, and only those areas, are available to the specified user. SAM also provides a default set of SAM functional areas that the system administrator can assign to other users. Of course, system administrators are able to assign custom lists of SAM functional areas to users as necessary. A non-root user who has been given Restricted SAM privileges simply executes the /usr/sbin/sam command and sees only those areas the user is privileged to access. The List and Shell Escape choices are not provided for security reasons.
NOTE Some SAM functional areas require the user to be promoted to root in order to executesuccessfully. SAM does this automatically as needed.

The sudo command
The HP-UX support a third party application named sudo, which allows a given user, specified in a file named /etc/sudo, to execute a command as the superuser or as another user. This application is not part of the standard distribution of the operating systems. After the user is authenticated by a password entry, the user has the access dictated in the sudoers file until a specified period of time elapses.

System Management Products
Additional system management products augment the system administration tools

HP ServiceControl Manager (HP-UX)

ServiceControl Manager (SCM) is an easy-to-use, optional, multi-system management solution with a Web-enabled interface and a command line interface. SCM delivers multi-system access to all key system administration tools for fault monitoring, configuration, and workload management. SCM can be operated in an intuitive graphical user interface or a command line interface. Under SCM management tasks can be launched simultaneously across multiple servers. System administrators are able to assign access to certain manageability tools for specific managed nodes or node groups. SCM reduces
error-caused downtime by allowing the delegation of administrative tasks without a proliferation of root privileges. Audit logging includes logging the target nodes, the result of the action, the tool name used to perform task, and the user who performed the task. This ensures accountability for actions and tracks changes across the IT environment.
SCM provides access to HP-UX, Linux, and Windows management tools; you can launch HP-UX, Linux, and Windows (via user-defined launch of HP Insight Manager) management tools from the SCM Central Management Server. SCM provides a single point of control for HP-UX and Linux manageability tools, including HP Insight Manager, which can also be integrated into SCM. SCM also provides Windows monitoring and device management.

HP OpenView (HP-UX)

HP OpenView Operations is an optional, distributed client-server software solution designed to help system administrators prevent, detect, and solve problems occurring in networks, systems and applications in any enterprise. The HP OpenView System Manager (SysMgr) and the HP OpenView Console (OVC) are components of the optional HP OpenView facility.
The OpenView Console allows you to manage your system by exception, meaning you are notified only when problems occur. The OpenView Console provides a mechanism to define important events and filter out non-essential ones. This frees you from constantly watching a console, looking for problems. You can access the console when a problem is identified; you only need to access the console to take a specific action.

                                              3 Archiving

The HP-UX operating systems have commands and utilities that enable you to back up and
recover data, including the boot disk. 

· Boot Disk Archive

HP-UX operating systems have utilities that allow you to archive the boot block, as well as to restore the boot block from the archive, usually a tape.

Archiving Commands
.
The make_recovery command (HP-UX)
The Ignite-UX server’s make_recovery command allows you to create a backup image of the system boot disk and to restore the system boot image from the backup. 

The check_recovery command (HP-UX)
The HP-UX check_recovery command checks the backup tape, created with the make_recovery command, to the current system and reports discrepancies.

· File Archive

The following utilities allow you to back up and restore files.

SAM (HP-UX)
The System Administration Manager provides a facilities for interactive back ups and automated back ups. Selecting the Interactive Backup and Recovery scans the system and generates a list of the backup devices, giving their hardware path and a description. By selecting a remote device, you can choose one of the following actions:

• Backup Files Interactively
• Recover Files or Directories
• Get a List of Files on Device
• Add an Automated Backup
For the backup and recovery actions, you can specify a remote backup device, a backup scope (that is, specified files only, limited to local file systems, or all file systems, including NFS), and additional parameters that let you create an index log and send mail to the user on the results. It is also possible to specify files that will be included in or excluded from the process. For the list action, you can specify a remote system name, device file, and a file that will receive the list.Selecting the Automated Backups icon lets you specify a date and time that the backup will occur on a regular basis, as well as the remote system name and device file, the backup scope, and additional parameters.

The cpio command 
This standard UNIX command for HP-UX operating systems. There are some options that
differ; they include the following:
HP-UX -e extarg for handling of file extent attributes
-x to save or restore device special files.
-A to suppress warning messages regarding optional access control list entries.
-C so that cpio has a checkpoint of itself at the start of each volume.
-P to read a file written on a PDP-11 or VAX system that did not use the c option.
-R so that cpio automatically re synchronizes itself when it “goes out of phase”.
-U to use the process’s file-mode creation mask.
.
The dd command 
 It is particularly useful for disk to tape and disk to disk copying. 

The dump and rdump, restore and rrestore commands
 These standard UNIX utilities copy and restore files either locally or remotely over a network; they can only be used in conjunction with HFS file systems on HP-UX The dump and rdump commands are used to dump local files and any associated local attributes from a single file system defined by the file system operand to a local or remote storage device, respectively, where file system contains the files you want to back up. Implementation of these commands; they are as follows.
HP-UX The dump level and date are derived from the /var/adm/dumpdates file

-E prints the estimated size of the dump file in 1 kilobyte blocks and the estimated number
of volumes that make up the dump file only.
-N disables the rewinding of the tape and placing the tape unit off line after completion.
-S full_tape_size specifies the output file size in feet.
-T tape_number specifies a tape number, which is used as the number of the first tape in
the dialog with the operator.
-V prevents any extended attributes from being archived with associated files.
The restore and rrestore commands are used to read files and any associated extended attributes from a local or remote tape, respectively, to local file systems. There are some differences in the implementation of these commands, also; they are as follows.
HP-UX The /tmp/rstdr* file is the file that lists directories stored on the tape.
The /tmp/rstmd* file maintains the owner, permission mode, and timestamps for stored
directories.
Function portion of key:
-s argument indicates to recover the dump file indicated by the numerical argument.
-i set-modes sets the owner, modes, and times of all directories that are added to the
extraction list.

The fbackup and frecover commands 
The fbackup and frecover commands are the proprietary scheme for backing up files on the HP-UX  operating system. SAM uses these commands to perform automated and interactive backups. The following illustrates a simplified syntax of the fbackup command is: 

fbackup -f device [-0-9] [-u] [-i path ] [-e path ]
The -f option is mandatory because fbackup does not write to stdout by default. The device parameter can be a file, a device file, or a remote device file, which has the form machine:/dev/device_name. Specifying a hyphen character (-) for the device parameter causes fbackup to write to stdout. The [0-9] option provides  for incremental backups: an n level backup includes all files modified since the last n-1 level backup.
The -e and -i options allow you to exclude or include, respectively, portions of the file system in the archive, for example, the following backs up the /usr file system, but not /usr/tmp., onto the tape device, /dev/rmt/0m.

# fbackup -f /dev/rmt0m -0 -i /usr -e /usr/tmp
.
The frecover command restores files backed up with fbackup. It has four basic operations:
• Recover all files from the backup volume, using the -r option 
• Extract only certain files from the backup volume, using the -x option (and possibly the -i or -e options)
• Read the index from the backup volume and write to the path, using the -I option
• Restart an interrupted recovery using the -R option

The pax command 
This standard UNIX command extracts, writes, and lists members of archive files. It also copies files and directory hierarchies. 
HP-UX -x xtar, the extended tar interchange format.
-z positions the tape after the EOF marker on extraction or listing.

The tar command
The tar command is the most widely used facility for archiving files on UNIX systems. Be aware of the use of the hyphen (-) character to designate a command flag rather than a function key, for example, cvf. There are some options they are:
-A suppresses warning messages that tar did not archive a file’s access control list.
-e causes tar to fail if the extent attributes are print in the files to be archived.
-N writes a POSIX format archive, allowing file names of up to 256 characters.
-O writes a pre-POSIX format archive.
-V causes tar to work silently and, when used with the -t option, to print a letter indicating
the type of archived file.
-nd to specify a particular nine-track tape drive and density, where n is a tape drive
number and d is the density.

The tcio command 

This command is proprietary to the HP-UX operating system. Its purpose is to optimize the transfer rate between certain tape cartridges and the controlling computer, and is used in conjunction with other utilities,such as cpio. 

The vgcfgdump and vgcfgrestore commands 

These commands are exclusive to the HP-UX operating system. They pertain to volume groups under LVM.The vgcfgbackup command saves the LVM configuration for a volume group in a default or alternate configuration backup file. By default, the vgcfgbackup command runs automatically each time an LVM command changes the LVM configuration and uses the default configuration backup file. An existing default configuration backup file is renamed with an extension of .old The vgcfgrestore command restores the LVM  configuration data from a default configuration backup file (using the -n option) or from an alternate configuration backup file (using the -f option) to the specified. Alternatively, it displays the configuration data on standard output (using the -l option). With the -o option,
you can copy the configuration stored for one physical volume onto another.
NOTE You cannot run the vgcfgrestore command if the volume group is activated in shared mode.

The vxdump, rvxdump, vxrestore, and rvxrestore commands 

These commands are proprietary to the HP-UX operating system and are the archival strategy for the VxFS file system.The vxdump command copy to magnetic tape all files in the VxFS filesystem that have been changed after a certain date. This information is derived from the files /vary/dam/dump dates and /etc/stab. Likewise the rvxdump command accomplishes the same task, but remotely over the network. 
The vxrestore and rvxrestore commands read the archive tape created with vxdump or rvxdump, respectively, and restore the files locally and remotely.
In brief, the data to be backed up or restored determines the strategy to use. Other factors that need to be considered are:
• How much data will be archived?
• How often will backups be taken?
• Will there be regular opportunities when the system will be “quiet”?
• How long will the archives be stored?
These and other considerations may influence you to consider a volume manager like the Logical Volume Manager (LVM) on HP-UX or the Logical Storage Manager (LSM) on Tru64 UNIX. If you need to archive the boot disk, you should use the make_recovery command for the HP-UX operating system If possible, you should bring the system to single-user mode to do so. The type of file system, or the type of volume manager employed, imposes the strategy on the backup and restoration tools used:
· HFS Ideally, you should use SAM to back up and recover files, although you can also use the fbackup and frecover commands.
· VxFS Use the vxdump and vxrestore commands for archiving.
· LVM The vgcfgdump and vgcfgrestore commands were written for archiving LVM volume groups.
· AdvFS Use the vdump and rvdump commands for backing up AdvFS files and the vrestore and rvrestore commands for restoring them.
· UFS Consider using the dump and rdump commands for backing up files and the restore and rrestore commands for restoring them.

                                            4 Crash Dumps

Crash dumps occur when a severe problem occurs; system data is stored which can be examined to determine the source of the problem. Although the concept of the crash dump is the same between the HP-UX and Tru64 UNIX operating systems, there are differences in the configuration, storage, and analysis for the crash dumps.Crash Dumps When the system crashes, HP-UX tries to save the image of physical memory, or certain portions of it, to predefined locations called dump devices. Then, when you next reboot the system, a special utility copies the memory image from the dump devices to the HP-UX file system area. Once there, you can analyze the memory image with a debugger or save it to tape for shipment to someone else for analysis. When operating system encounters a severe problem that cannot be resolved, it initiates a panic dump. Using preset variables, the operating system copies an image of physical memory to disk space, usually the swap area.During the reboot process, the operating system checks for the presence of this panic dump and, finding it,
copies it to a disk file. The operating system also creates other supplementary files. These files and the disk file for the physical memory image are the Crash Dump Files.The components of a crash dump consist of the crash dump files, the commands and utilities that set variables concerning the crash dump, and the commands and utilities that manipulate the crash dump files.After the Crash Dump Files are stored in the file system, the memory image can be analyzed with a debugger or it can be sent to specialists to find the cause of the problem.The HP-UX operating systems provide utilities and commands for configuring the parameters that influence the crash dump files and to analyze the crash dump files.
The HP-UX operating system offer different types of crash dumps. offer full and partial crash dumps, but what constitutes a “partial” or a “full” crash dump differ.

HP-UX Memory Page Classes

Under HP-UX, the pages of memory are divided into several classes. Not all these classes are included in the crash dump; some of these classes are considered unnecessary for debugging the problem that caused the panic. Table 4-1 lists these memory page classes and indicates whether they are included in the crash dump by default.


















The system administrator can use the SAM utility or several commands (EXMPLES) to override these default values.
There are three types of crash dump on an HP-UX system:

· Full Dump                         All memory classes are dumped.
· Partial Dump                     Same as a full dump, except that if there is insufficient                                                
                                                  space for the entire dump, priority is given to pages  
                                                  which are considered most useful.                                                   
· Selective Dump                 Only certain memory pages are selected for the crash     
                                             dump.                              
Calculating Dump Space 

Use the HP-UX crashconf command with the -v option to determine your current crash dump configuration; you should invoke it while the system is under a normal workload or higher. The space needed varies depending on the workload of the system, so consider adding an additional 25% of dump space to be safe. This should be enough for a relatively stable system. For HP-UX systems that require full dumps, configure a dump space that exceeds the full size of physical memory to account for dump headers and tables.

HP-UX Crash Dump Configuration

This section describes how to configure an HP-UX system and to prepare them for a
crash dump.Configuring an HP-UX for a crash dump involves configuring the memory class parameters as well as the dump device. This section describes how to accomplish both tasks using the SAM utility. You may use the crashconf command instead of the SAM utility for both operations.

Memory Class Configuration

Use the following procedure to determine which memory page classes are included in or excluded from the
crash dump files:
1. Log in as superuser (root).
2. Invoke SAM.
3. Select Kernel Configuration.
4. Select Dump Devices. The Dump Devices dialog box opens.
5. Select Actions->Modify Page-Class Configurations.
    The Modify Page Class Configurations dialog box opens.
6. Change the configuration values as needed. The Dump All, Dump None, and Use Default      Behavior  buttons enable you to set all the values at once.
7. Select the Modify runtime configuration to reflect these settings option as needed.
8. Select the Modify kernel to reflect these settings?option as needed.
9. Select OK. The Modify Page-Class Configuration dialog box closes.
10. Select Actions->View Configuration Details.... The View Configuration Details dialog box opens.
11. Use this dialog box to review your entries.
12. Select OK. The View Configuration Details dialog box closes.
13. Select OK to close the Dump Devices dialog box.

Dump Device Configuration

The SAM utility enables you to add additional dump devices and modify the dump order, that is redesignate which disk or volume is associated with the dump.
 
Commands and Utilities

The HP-UX use a variety of commands and utilities to configure, save, and analyze crash dumps. 

The crashconf command
 
The crashconf command displays and/or changes the current system crash dump configuration. The crash dump configuration consists of three lists:

• The crash dump device list, which identifies all devices that can be used to store a crash dump.
• The included class list, which identifies all system memory classes that must be included in any crash dump.
• The excluded class list, which identifies all system memory classes that should be excluded from a crash dump.

Most system memory classes are in neither the included class list nor the excluded class list. Instead, the system determines whether or not to dump those classes of memory based on the type of crash that occurs. Any changes to the configuration take effect immediately and remain in effect until the next system reboot, or until changed with a subsequent invocation of the crashconf command. The output of crashconf is not designed to be parsed by applications or scripts. Applications that require crash dump configuration information should retrieve that information using pstat(2).

The crashutil command 

The crashutil command copies and preserves crash dump data, and performs format conversions on it.Common uses of crashutil include:

• Copying portions of a dump that still reside on a raw dump device into a crash dump directory
• Converting between different formats of crash dumps
• Copying crash dumps from one directory, or medium, to another

The crashutil command reads a crash dump from a specified source and writes this data to a specified file.When crashutil completes successfully, the entire contents of the crash dump will exist at the specified destination file, including any portions that had been on raw dump devices.

The kctune command 

The kctune command is administrative command for HP-UX kernel tunable parameters. It gives information about tunable parameters and their values, and makes changes to tunable values.

The Libras library 

The Libras library provides access to system crash dumps. Access to a dump through the library is independent of the format of the crash dump. It is also independent of the location of the dump, which could be on a raw dump device, in files in a file system, or a mixture of the two. The main kernel crash dump debuggers, q4 and dab(1), use this library. It is not necessary to save the crash dump from the dump device into the file system before it can be debugged. The savecrash command must be run - it has to create a directory for the dump and an INDEX file, at minimum - but it can be told not to copy the dump data out of the dump devices.

SAM (HP-UX)

The SAM utility provides a method for selecting the dump device and for modifying the dump order.

The savecrash command 

The savecrash command saves the crash dump information of the system (assuming one was made when the system crashed) and writes a reboot message in the shutdown log file.
Usually, savecrash creates the INDEX file in the crash directory from the crash dump header, copies all kernel modules that were loaded in memory at the time of the crash, and copies all dump device contents into crash image files. When savecrash writes out a crash dump directory, it checks the space available on the file system
containing the specified directory name parameter. savecrash will not use that portion of the file system space which is reserved for the superuser. Additional space on the file system can be reserved for other uses with -m minfree, where minfree is the amount of additional space to reserve. This option is useful for ensuring enough file system space for normal system activities after a panic. If there is insufficient space in the file system for the portions of the crash dump that need to be saved, savecrash will save as much as will fit in the available space. (Priority is given to the index file, then to the kernel module files, and then to the physical memory image.) The dump will be considered saved, and
savecrash will not attempt to save it again, unless there was insufficient space for any of the physical memory image. The savecrash command also writes a reboot message in the shutdown log file (/etc/shutdownlog), if one exists. (If a shutdown log file does not exist, the savecrash command does not create one.) If the system crashes as a result of a kernel panic, the savecrash command also records the panic string in the shutdown log.

                                                5 Devices

This chapter describes how the HP-UX systems recognize devices through device
files. It also describes the naming conventions for the device files and the commands and utilities for scanning, manipulating, and creating devices.Under UNIX, devices are made available to the rest of the system through device special files located in the
/dev directory. The UNIX kernel needs to be able to associate a device file with the appropriate hardware address and driver. When you configure system hardware, you instruct the operating system regarding that hardware. Much of this configuration is performed automatically when you boot the system; the extend of what you need to do depends on whether or not the device is autoconfigurable and whether or not the driver is
present in the currently running kernel. 
Thus, for a peripheral device to work under UNIX:
• The device must be connected to the computer and turned on.
• The appropriate drivers must be part of the kernel.
• The drivers must be connected in the proper order.
• At least one device file must exist for the device.
Devices are categorized as block devices and character devices:
Block device :- A block device transfers data a block at a time using the system buffers; an example of a block device is a disk drive holding a mountable file system.
Character device :- A character device reads or writes data one character at a time. Tape drives are usually character devices. 
Some devices are capable of I/O in both block and character mode. Such devices require two device files: one for block and one for character mode. A hard disk is an example of a device which uses both character and block device files. Use the block device file when mounting a disk as a file, but use the character device file when you access the same disk for backups.

System Initialization

HP –UX  systems, the kernel performs several system initialization tasks, including probing all hardware installed on the system, during the initial system boot. During the hardware probe, the kernel identifies all devices - buses, channel adapters, device adapters, and external devices - that can be auto configured. The kernel binds an appropriate driver to each autoconfigurable device detected at a specific hardware address. After completing system initialization tasks, including hardware probing, the kernel invokes the init
command, which reads the /etc/inittab file and invokes several system startup commands listed in that file. Some of these startup commands create device special files as needed.

Device Special Files

A device special file enables an application, such as a database application, to access a device through its device driver, which is a kernel module that controls one or more hardware components of a particular type.Examples include network controllers, graphics controllers, and disks (including CD-ROM devices). Device special files are located in the /dev directory hierarchy. They are identified by their file name and major and minor numbers. You can look at this information when you list the files in the /dev directory.
Notice that the names for these disk device special files differ in  operating systems(like tru64 unix). Also, in both instances, the names of the directories for character device special file names for disks are preceded with the letter r for “raw.” Both operating systems differ in their special device file naming conventions.All Hewlett-Packard peripheral devices supported by HP-UX 10 and HP-UX 11 can be configured automatically. Device files for devices or I/O cards are automatically created during the reboot process.
The following table shows the location of some of the devices files in /dev directory.
Table 5-1 Location of Device Special Files
Device Special Files 

	Terminals                            
	 /dev/ (/dev/ttyXX) 

	Modems                              
	 /dev/ 

	Printers                               
	/ dev/ (/dev/lpN) 

	Disks (Block devices)           
	/dev/dsk/ 

	Disks (Character devices)     
	/dev/rdsk/ 

	LVM Volume Groups       
	dev/vgnn/

	LVM Logical volumes (Block devices) 
	/dev/vgnn/lvolN 

	LVM Logical volumes (Character devices) 
	/dev/vgnn/lrvolN 

	LSM Logical volumes (Block devices) 
	N/A 

	LSM Logical volumes (Character devices) 
	N/A 

	Cartridge Tape Drives (Character devices) 
	/dev/rct/ 

	Master pseudo terminal device files 
	/dev/ptym/ 

	Slave pseudo terminal device files 
	/dev/pty/

	Magneto-optical devices (Block devices) 
	/dev/ac/ 

	Magneto-optical devices (Character devices) 
	/dev/rac/

	Cartridge Tape Drives (Character devices) 
	/dev/rct/ 

	Master pseudo terminal device files 
	/dev/ptym/ 

	Slave pseudo terminal device files 
	/dev/pty/

	Magneto-optical devices (Character devices) 
	/dev/rac/

	Magneto-optical devices (Block devices) 
	/dev/ac/ 

	kernel pseudo-driver file, used by setboot 
	/dev/kepd 



The operating system also uses device special files to access pseudo device drivers that do not control a hardware component, for example, a pseudo terminal (pty) terminal driver, which simulates a terminal device. The pty terminal driver is a character driver typically employed by remote logins.

Major and Minor Device Numbers
When you use the ls -l command to list the console device special file on an HP-UX operating system, the output resembles the following:
crw--w--w- 1 root sys 0 0x000000 Apr 14 18:18 /dev/console
Notice the c character at the beginning of the output; it indicates that this device file is for a character device. Notice also that there are two sets of numbers, indicating the major device number and the minor device number. For the HP-UX operating system, the minor device number is expressed as a hexadecimal value.The major device number identifies the kernel driver that is referenced to by the device file. The value chosen for the major device number is based on both the device driver and the access method (block or character). For
devices needing both a character and block device file, like disks, there are different character device major numbers and block device major numbers.
The output for the ls -l command to list the disk device files for a disk on an HP-UX operating system resembles the following:
# ls -l /dev/dsk/c0t0d0 /dev/rdsk/c0t0d0
brw-r----- 1 bin sys 31 0x000000 Mar 13 2001 /dev/dsk/c0t0d0
crw-r----- 1 bin sys 188 0x000000 Mar 13 2001 /dev/rdsk/c0t0d0
The major number of the block device on the HP-UX system is 31; the major number of the character device is 188. 
The HP-UX lsdev command lists the major device numbers and the names of device drivers configured into the system and available for invocation via special files. Here is an example of the output.
# lsdev
Character Block Driver Class
0 -1 cn pseudo
1 -1 asio0 tty
2 -1 SCentIf unknown
3 -1 mm pseudo
4 -1 olar_psm_if olar
5 -1 dev_olar olar
6 -1 devkrs pseudo
7 -1 lpr0 unknown
8 0 sioflop unknown
10 -1 hcd usb
11 -1 usbd usbdev
12 -1 hub usbhub
13 -1 hid usbhid
14 -1 btlan lan
15 -1 maclan lan
16 -1 ptym ptym
17 -1 ptys ptys
18 -1 ip pseudo
19 -1 arp pseudo
20 -1 rawip pseudo
21 -1 tcp pseudo
22 -1 udp pseudo
23 -1 stcpmap pseudo
25 -1 nuls pseudo
26 -1 netqa pseudo
27 -1 dmem pseudo
28 -1 diag0 diag
31 -1 tun pseudo
32 -1 telm strtelm
33 -1 tels strtels
36 -1 tlclts pseudo
37 -1 tlcots pseudo
38 -1 iomem pseudo
44 -1 tlcotsod pseudo
45 -1 fcT1_cntl lan
48 -1 fcp fcp
49 -1 td fc
50 -1 fddi4 lan
51 -1 iop_drv i2o
54 -1 fddi3 unknown
57 -1 pcitr unknown
58 -1 cxperf pseudo
61 -1 btlan1 lan
62 -1 cifs pseudo
63 -1 krm pseudo
64 64 lv lvm
69 -1 dev_config pseudo
72 -1 clone pseudo
73 -1 strlog pseudo
74 -1 sad pseudo
97 97 vxportal unknown
116 -1 echo pseudo
119 -1 dlpi pseudo
156 -1 ptm strptym
157 -1 pts strptys
164 -1 pipedev unknown
168 -1 beep graf_pseudo
174 -1 framebuf graf_pseudo
183 -1 diag1 diag
188 31 sdisk disk
189 -1 klog pseudo
203 -1 sctl ctl
207 -1 sy pseudo
216 -1 CentIf ext_bus
227 -1 kepd pseudo
229 -1 ite graf_pseudo
232 -1 diag2 diag
The first two columns list character and block major numbers respectively. A -1 in either column means that a major number does not exist for that type of driver. Note that in the example above the SCSI disk driver (sdisk) has both a character and a block major number. Thus a listing of the device files for such a disk at SCSI address 6 would look like the following:
# ls -l /dev/*dsk/c0t6d0
/dev/dsk:
total 0
brw-r----- 1 root sys 31 0x006000 Aug 11 11:56 c0t6d0
/dev/rdsk:
total 0
crw-r----- 1 root sys 188 0x006000 Aug 11 11:50 c0t6d0
The directory containing the block device special file, with a major number of 31, is /dev/dsk, and the directory containing the character device file is /dev/rdsk. (The letter r is used here because character mode is often referred to as “raw” mode).
For HP-UX, the minor number is an encryption of address and configuration information. It typically defines one or both of the following:
• The device’s physical address
• operational information, such as tape density or rewind options in the case of tape drives.

Device File Naming Conventions

The device special file naming conventions under the HP-UX operating system may vary depending whether the device is a disk, an LV volume, a tape drive, a terminal, a printer, or a modem. These are discussed here.

Disks (Physical Volumes)
Physical volumes are identified by their device file names. The following convention applies to device file names for disks:
/dev/[r]dsk/cCtTdD[sS]
rdsk Specifies a raw, or character, device. The file is located in the /dev/rdsk directory for
disks.
dsk Specifies a block device. The file is located in the /dev/dsk directory for disks.
C Specifies the Controller on the system to which the disk drive is connected. This number is the same for all disks connected to that controller.
T Specifies the Target number. Each disk on a SCSI bus has its unique target number.
D Specifies the hardware device unit number. This is important only for disks (and tape
drives) that have two or more devices with a shared controller. The device unit number is always 0 (zero) for all disks that are not on a shared controller.The device unit numbers reference the internal number of the device units for disks on shared controller.
S Specifies the section number of the disk. By default, the insf command does not create
device files for all sections of a disk. If you do not want to use the logical volume manager
(LVM) you must create the device files manually for the different disk sections with mksf.
The following examples illustrate the naming convention:
/dev/dsk/c1t0d0
Block special file for disk 0 on disk controller 1
/dev/rdsk/c1t0d0
Character special file for disk 0 on disk controller 1, the same disk
/dev/dsk/c5t3d0s1
Block special file for section 1 of disk 3 on disk controller 5.



LVM Devices

The Logical Volume Manager allows you to partition disks in a manner similar to, but more flexible than, disk partitioning. Using logical volumes, you can combine one or more disks (physical volumes) into a volume group, which is then subdivided into logical volumes.
By default, volume groups are maintained in directories named vg00, vg01, ... vgnn according to the order in which they were created. When LVM creates a logical volume, it creates both block and character device special files. LVM then places the device files for a logical volume in the appropriate volume group directory.
The default naming convention for these special files is: /dev/vgnn/[r]lvolX
where: r indicates that the device is a character, or raw, device nn is a two-digit value for the volume group directory X specifies the logical volume number. For example, the default block name for the first logical volume created in volume group vg02 would have the
full path name /dev/vg02/lvol1.Only use the raw device special file to create a physical volume or to restore a volume group configuration.Use the block device for all other tasks.

Tape Drives
The device file naming convention for tape drives is nearly identical as to that for disk drives. After selecting the tape drive in the name, the options for this device are named. To simplify the use of tape device file names, the insf command automatically creates more than one device file. 9-track reel tapes can be written with four densities: 800 bpi, 1600 bpi, 6250 bpi, and compressed. DDS/DAT tape drives support two different   densities:  compressed or noncompressed. 
Tape device files take the following forms:
/dev/[r]mt/cCtTdD[options]
/dev/[r]mt/T[options]
where
rmt indicates that the device is a character, or raw, tape device
mt indicates that the device is a block tape device
C is the tape drive controller number
T is the target number of the tape drive
D is the hardware drive number
options include any of the following:
BEST sets the best known options for this device, including hardware compression on all devices supporting compression
h|m|l specifies the density at which the tape is to be written or read:
• l indicates low density (800 bpi),
• m indicates medium density (1600 bpi), and
• h indicates high density (6250 bpi)

n indicates the tape will not be rewound or repositioned in any way when the device file is
closed
c sets the best known options for this device, including hardware compression on all devices
supporting compression
b indicates Berkeley-style access format when reading
Examples
/dev/rmt/c1t0d0BEST
is the character device file for reading or writing a tape at best density on drive 0 on
controller 1
/dev/rmt/c1t0d0BESTnb
is the character device file for reading or writing a tape at high density with no rewind on
close, Berkeley style
/dev/rmt/0mn
is the character special file for reading or writing a tape at medium density with no rewind
on close

Terminals, Modems, and Printers
Device special files for terminals, modems, and printers are usually character device special files; they are maintained in the /dev directory, not in any subdirectory. They follow these naming conventions:
/dev/tty[d]CpN for a terminal
/dev/cu[l|a]CpN for a modem, an outbound auto-call unit
/dev/lpX for a printer.
where:
C is the controller unit number of the multiplexor (MUX) card
N is the port number of the MUX card; port numbering starts with 0.
X indicates the printer number; printer numbers start from 0 or 1.
For example, /dev/tty0p2 is the character device file for a terminal port on the first MUX at port 2.

HP-UX
The HP-UX operating system enables you to create device special files:
• when the device is already known to the system and
• when the device has not been assigned yet.
With the HP-UX operating system, you can use either SAM or the mksf command to create a device special file if the device is already known to the system.You can use SAM’s Peripheral Driver window to access the Cards, Printers and Plotters, Terminals and Modems, and Uninterruptable Power Supplies dialog boxes. You can add any of these device types by using the Add... option in the Actions menu in the appropriate dialog box.
Examples for creating these device special file creation include the following:
mksf -d tape2 -I 1 -b 6250 -n -r /dev/rmt/1hn
Creates character device file /dev/rmt/1hn for a 6250bpi magnetic tape drive with a
norewind flag on card instance 1.
mksf -d tape2 -I 1 -b 6250 -n -r /dev/rmt/1hn
Creates a device special file named /dev/pr6001pm for an H-P 2564B printer (operating
with 600 lines per minute)
mksf -H 56/52.0.0 -r -b 1600 -n
Creates a device special file using the default naming conventions for the tape device at
hardware path 56/52.0.0 for raw mode, 1600 bits per inch, and no rewind at close.
          The insf command automatically creates default device files for all new devices and also assigns card instance numbers at boot time. Use the insf command to create multiple device files at one time using standard naming conventions. Also, use the insf command to create a device special file if the device was not assigned yet. It creates the device file and also obtains a card instance number for the device, and it can create the device special file for one particular device type (driver name) or just an individual device within a device type, or for all the device files on your system You may need to use the mksf command after running the insf command for a device that requires special options. The mksf command creates only one device file for a device. Use the mksf to create a single device file that does not use standard naming conventions and to create device files that insf could not create.

Modifying the Kernel to Add a Device
For most HP-UX and Tru64 UNIX systems, the default kernel configuration is sufficient and you will not have to modify it in order to add a device. However, some kernel drivers are not included in the default configuration. To configure them, you must add them to the appropriate location and rebuild the kernel. See Chapter 6, Kernel Configuration, for the procedures for rebuilding the kernel. The commands and utilities for devices are largely proprietary. Only the mknod command is common to both operating systems.

The diskinfo command 
The HP-UX diskinfo command scans system hardware, usable I/O system devices, or kernel I/O system data structures, and lists the results. The ioscan command displays the default hardware path to the hardware module, the hardware class, and a brief description, by default.

The dmesg command 
The HP-UX dmesg command examines a system buffer for recent diagnostic messages and displays them on the standard output. The diagnostic messages are printed by the system when unusual events occur, such as when system tables overflow or the system crashes. Examples of such events are a system crash or system table overflow.

The insf command (HP-UX)
The HP-UX insf command installs special files in the devices directory, which is normally /dev. The insf command creates required subdirectories that are defined for the resulting special file.
NOTE Third-party drivers and certain drivers used for instrumentation or black-box applications are not recognized by insf, so insf cannot automatically create device files during rebooting. If you try to add a peripheral device requiring a driver that cannot be configured automatically, you must configure the device driver and create the device files using the ioscan and the mksf or mknod commands.

The ioscan command 
The HP-UX ioscan command scans system hardware, usable I/O system devices, or kernel I/O system data structures, and lists the results. The ioscan command displays the default hardware path to the hardware module, the hardware class, and a brief description, by default.By default, ioscan scans the system and lists all reportable hardware found. The types of hardware reported include processors, memory, interface cards, and I/O devices. Scanning the hardware may cause drivers to become unbound and others bound in their place in order to match actual system hardware. Entities that cannot be scanned are not listed. 

The lsdev command 
The HP-UX lsdev command lists, one pair per line, the major device number and the associated driver name of the device drivers configured into the system and available for invocation through special files.

The lssf command 
The HP-UX lssf command lists information about a special file, that is, a device file. For each special file name, lssf determines the major number of the special file and whether it is block or character device special file. It then scans the system for the device that is associated with the special file. When the device is found, the minor number of the special file is decoded. A mnemonic description of the minor number is printed on standard output along with the hardware path (i.e., address) of the device. Mnemonics used to describe the
fields are closely related to the options used with mksf .

The mknod command 
Both HP-UX and Tru64 UNIX implement this standard UNIX command, which requires root privileges to execute. The mknod command creates the following types of files:
• Character device special file
These special files are used for devices that can transfer single bytes at a time, such as nine-track magnetic tape drives, printers, plotters, disk drives operating in “raw” mode, and terminals. To create a character special file, use the c argument.
• Block device special file
Block device special files are used for devices, such as disk drives, that usually transfer a block of data at a time. To create a block device special file, use the b argument.
• FIFO file, also known as NAMEd pipe.
The remaining arguments specify the device that will be accessible through the new special file: major specifies the major device type (for example, the device driver number); this number helps the operating system find the device driver code. minor specifies the device location, which is typically, but not always, the unit, drive, and/or line number.
The assignment of major and minor device numbers is specific to each system. 

The mksf command 
The HP-UX mksf command makes a special file in the devices directory, normally /dev for an existing device, a device that has already been assigned an instance number by the system. The device is specified by supplying some combination of the -C, -d, -H, and -I options. If the options specified match a unique device in the system, mksf creates a special file for that device; otherwise, mksf prints an error message and exits. If required, mksf creates any subdirectories relative to the device installation directory that are defined for the resulting special file. For most drivers, mksf has a set of built-in driver options, driver-options, and special-file naming conventions. By supplying some subset of the driver options, as in the first form above, the user can create a special file with a particular set of characteristics. If a special-file name is specified, mksf creates the special file with
that special file name; otherwise, the default naming convention for the driver is used.
In the second form, the minor number and special-file name are explicitly specified. This form is used to make a special file for a driver without using the built-in driver options in mksf. The -r option specifies that mksf should make a character (raw) device file instead of the default block device file for drivers that support both.

The model command 
The HP-UX model command displays the machine hardware model; it may also display the manufacturer, product names, or other information for the device.

The rmsf command 
The HP-UX rmsf command removes one or more special files from the /dev device directory and potentially removes information about the associated device or devices with hardware type “DEVICE” from the system.

SAM (HP-UX)
The HP-UX System Administration Manager provides a facility for peripheral devices, including I/O cards, disks and file systems, instruments, printers and plotters, tape drives, terminals and modems, and uninterruptible power supplies. Selecting the Peripheral Devices icon in SAM’s main window opens the Peripheral Devices window, shown here. Selecting any of these icons opens a corresponding dialog box specifically for the type of device represented by the icon. There is also an icon labeled “Device List” which opens the Device List dialog box, which provides the hardware path, driver, description, and status for the devices SAM discovers when it scans the system.
SAM provides information on the following types of devices.
• Input/Output Cards
• Disks and File Systems
• Instruments
• Monitor
• Printers and Plotters
• Tape Drives
• Terminals and Modems
• Uninterruptible Power Supplies.
SAM enables you to add I/O cards, printers, plotters, terminals, modems, and uninterruptible power supplies by selecting the appropriate dialog box, then selecting Add... from the Actions menu.
                                  6 Kernel Configuration

This chapter describes how the kernel is created and configured, and how kernel parameters are monitored to ensure proper consumption of kernel resources. The methods for building and tuning the kernel, as well as the commands and files used, vary widely in both
operating systems; also, the kernel exists in different locations.

Location of the Kernel File
Under HP-UX, the kernel file is located in the /stand directory. The HP-UX kernel is built in the /stand/build directory using files in that directory, the /user/conf/master.d, and the /stand/dklm files. Figure 6-1, Location of the vmunix kernel, illustrates the file systems of both the HP-UX and Tru64 UNIX operating system in terms of the location of the kernel file and their build environment

Location of the vmunix kernel
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Building the Kernel

The kernel is usually reconfigured to add or remove drivers, modify system parameters to tune the system,adding certain third party software, and adding and modifying swap, dump, devices, or the root file system Under earlier releases of HP-UX, the kernel configuration portion of SAM was used to build and configure the  kernel. In recent releases of HP-UX for the IPF platform, the kcweb application and its associated applications, kcusage, kcmond, and kcalarm, replaced that functionality.

HP-UX Kernel Configuration
HP-UX Kernel Configuration is a combination of a command set and a Web-based graphical user interface (GUI), kcweb, that allows the user to configure an HP-UX kernel and to monitor consumption of kernel resources controlled by parameters.
The HP-UX Kernel Configuration application provides a set of commands for the following:
• tuning the kernel
• loading and unloading kernel modules
• configuring alarms
The HP-UX Kernel Configuration tool, kcweb, can be launched from SCM and also from the command line. You can also launch kcweb as a separate tool from SAM’s text user interface (TUI), although it is no longer an integral part of SAM (as it was prior to HP-UX 11i v1.6).
The HP Apache-based Web Server must be installed for kcweb utility to work. HP Apache does not need to be running on its default port 80. The kcweb tool can be used with a locally installed copy of Mozilla or Netscape. The Mozilla, Netscape, and Microsoft Internet Explorer Web browsers can also be used from any type of remote system. Also, so that kcweb utility can run in GUI mode, cookies must be enabled in your Mozilla or Internet Explorer browser. HP-UX Kernel Configuration can also be set up to be launched automatically by a web browser..
Additional information is available in the white paper titled Managing Kernel Configurations in HP-UX 11i version 2 at http://www.hp.com/products1/unix/operating/infolibrary/whitepapers/7202__ManagingKernelCon fig_WP__051403.pdf.

HP-UX Kernel Configuration Commands and Utilities
The following utilities are used in the creation and configuration of the HP-UX kernel.

The kconfig command
The kconfig command is the administrative command for HP-UX kernel configurations. When it is given without any options, it returns summary information about the currently running kernel configuration. It also features options that enable you to perform the following operations:
• force a backup of the currently running kernel configuration
• make a copy of the saved kernel configuration
• delete a specified saved kernel configuration and any files associated with it
• export the specified saved kernel configuration
• load the specified saved kernel configuration, overwriting any changes that were being held for next boot
• display all settings of the currently running configuration that are not at their default value
• change the title of the saved kernel configuration

The kctune command 
The kctune command is the administrative command for HP-UX kernel tunable parameters. It gives information about tunable parameters and their values, and makes changes to tunable values. This command can work with any saved kernel configuration, or with the currently running kernel configuration, depending on the use of the -c option flag. By default, changes to the currently running kernel configuration are applied immediately. Some changes cannot be applied without a reboot; if any such changes are requested, or the -h option flag is given, all changes on the kctune command line will be held until next
Boot

The kcmodule command 
The kcmodule command is the administrative command for HP-UX kernel modules. It gives information about kernel modules and their usage, and makes changes to their usage.
This command can work with any saved kernel configuration, or with the currently running kernel configuration, depending on the use of the -c option flag. By default, changes to the currently running kernel configuration are applied immediately. Some changes cannot be applied without a reboot; if any such changes are requested, or the -h option flag is given, all changes on the kcmodule command line will be held until next boot.

The kcweb utility 
The kcweb utility is a web interface to configure the kernel. It helps to diagnose problems related to certain kernel parameters. Alarms can also be set to tune the kernel proactively. You can use this utility to perform the following operations:
• To add or remove static drivers and DLKM modules to a kernel
• To remove static drivers and DLKM modules from a kernel
• To modify static and dynamic tunable parameters in the kernel
• To generate a new kernel

The mk_kernel command 
The mk_kernel command builds an executable file which can be used as a bootable kernel and kernel modules (if any) are configured. If the build succeeds, the newly built kernel is called vmunix_test, and the kernel function set directory (where the function set directory is the directory structure containing the set of modules that correspond to the kernel) is called dlkm.vmunix_test.

The sysdef command 
The sysdef command analyzes the currently running system and reports on its tunable configuration parameters. This command will not be supported in future releases; you should use the kctune command instead.

                                  7 Network Administration
This chapter discusses the basic configuration for an HP-UX operating system to communicate with other computers over a network, additional configuration procedures for additional networking services, and the commands and utilities to maintain optimal networking operation.

Networking Topics
The configuration and maintenance of networking operations requires the in-depth knowledge of the topics  covered in this section.

NFS Services
The following is a list of services provided by Networked File Systems (NFS):
Network File System (NFS)
NFS provides transparent access to files from anywhere on the network. An NFS client
makes a directory available to clients on the network by exporting a specified directory.
The NFS client mounts that directory remotely allowing the local users on the client system
to access the files in that directory seamlessly.
Network Information Service (NIS)
NIS allows centralized management of common configuration files, such as, /etc/passwd
and /etc/hosts. An NIS master server holds master copies of the configuration files; copies
may be distributed to slave servers for reliability and to provide load balancing.An NIS client uses the configuration information from the master server or a slave server
instead of using its local configuration files.
Network Information Service Plus (NIS+)
NIS+ is an extension of NIS for HP-UX systems. Like NIS, it provides centralized
management of common configuration files. It also allows you to create multiple domains in
a hierarchical structure called a namespace. You can also update NIS+ databases from any
client host in the network without having to log into the master server. See the HP-UX
manual titled Configuring and Administering NIS+ for more information.
Network Lock Manager and Network Status Monitor (rpc.lockd and rpc.statd)
These daemons provide file locking and synchronized file access to NFS shared files.
Remote Procedure Call (RPC)
This mechanism allows NFS servers and clients to communicate.
Remote Execution Facility (REX)
REX allows you to execute commands interactively while your local environment is simulated on the remote host. REX provides the following commands: rup, rusers, rwall,
spray, and quota.

Host Name Resolution
Communication among different systems involves resolving the names of these hosts. There are three methods for resolving a hostname:
/etc/hosts The /etc/hosts file associates Internet (IP) addresses with official host names and aliases. This allows a user to refer to a host by a symbolic name instead of an Internet address. This file contains entries are for other hosts in your network. If you are not running a naming service, such as BIND, you need to add an entry for any system to which you will
refer by a host name. If you are running a naming service, you need only add entries for the most critical systems with which you will communicate. In the event that the naming
service fails, the /etc/hosts file serves as a backup. The structure of the /etc/hosts file is described in the hosts(4) reference pages. 
BIND or DNS The Domain Name System (DNS) is a distributed and structured directory of information.One of its more frequent uses is the naming of host machines. A DNS host name usually consists of several fields separated by periods (or dots), for example,
myhost.xyz.example.com. The host myhost exists in the domain xyz, which itself is a
subdomain of example, which is a subdomain of com, which is a subdomain of the root
domain (identified as ".").
BIND (Berkeley Internet Name Domain) is an implementation of DNS. It consists of a
network of servers which provide a distributed database, including names and addresses of
host machines. This information is accessible to client hosts which are running resolver
software. This enables them to send queries to and receive replies from the servers.
NIS The Network Information Service (NIS), previously called Yellow Pages, is a distributed
database system that allows you to maintain commonly used configuration information on a
master server and propagate the information to all the hosts in your network.
HP-UX features an optional distributed database system named NIS+, which is the next
generation of NIS.
All three methods can be used by a system. The order in which the hostname is resolved is determined by the /etc/nsswitch.conf file under HP-UX 

Internet Protocol Address Resolution
The system administrator can choose to use static Internet Protocol Addresses (IP Addresses) or to use Dynamic Host Configuration Protocol (DHCP). Under DHCP, a host on the local network is assigned an IP address from a range of addresses.

Network Routing
Data packets are directed to and from different networks through a routing table look-up, which is a list of destinations networks or hosts. Network routing can be static or dynamic.
Static Routing A static route provides a specific destination for network packets. The
static route can be a network address or host address through a router.
This route is installed in the kernel's routing table under HP-UX Dynamic Routing Using either of two daemons, gated or routed, allows you to have routes dynamically created, maintained, and updated. These are called dynamic routes. Any time there is physical change in the network, these daemons receive messages from other nodes or routers to modify the routing table entries automatically.

Mail Services
The sendmail command sends a message to one or more recipients, routing email messages over whatever networks are necessary, and using any of a variety of protocols. Additional software for controlling spam, using Lightweight Directory Access protocol, masquerading, and so on are also available.

Configuring Basic Network Services 
Use SAM to configure the following basic network services:
• Set up Network Interface Cards (NICs) and routing
• Set up hosts file
• Set up hosts equivalency file
• Set up the system as a DHCP server

Configuring NIC cards and Routing 
Use the following procedure to configure the NIC card:
1. Log in as root.
2. Invoke the SAM utility.
3. Select the Networking and Communications icon.
4. Select the Network Interface Cards icon. The Network Interface Cards dialog box opens.
5. Examine the list of Network Interface Cards and select the appropriate one from the list. There is one list item for every card detected.
6. Select Actions->Modify.... The Configure LAN Card dialog box opens.
The following information is already provided:
Card Name: Displays the logical name for the network interface. HP-UX chooses the name
automatically by selecting the next available logical name based on the number of
adapters of the same type currently in the system.
IP Interface #: This read-only field displays the IP logical interface number. You can assign multiple IP addresses to an interface card. Each IP address is an “IP logical interface” and is
assigned an index number. The IP interface index number is appended to the physical
card name to form the interface name. For example, if the physical card lan0 has two IP
interfaces, the interface names are lan0:0 and lan0:1. If the interface number is not
specified, it defaults to 0. The interface name lan0 is equivalent to lan0:0.
Hardware Path: This is the hardware path for the interface card. This number provides information about the card slot.
Station Address: Is a unique, 12-digit hexadecimal hardware address supplied with each network interface card. This address is automatically sensed by the system.
7. Choose the appropriate network protocol from the option menu for the Card Type.
For interface cards that support both the Ethernet protocol and IEEE 802.3, select either Ethernet (a de-facto standard link-level protocol or Sub-Network Access Protocol (SNAP) 802.3. HP-UX requires that IP packets transmitted over IEEE 802.3 use SNAP (Sub-Network Access Protocol) encapsulation.
If you configure an interface card with an Ethernet IP logical interface and a SNAP802.3 IP logical interface, the two logical interfaces must be on different IP subnets.
8. You may need to set the AutoSense option ON or OFF for the Token Ring Autosense function; this option is used with the Ring Speed and Duplex Mode settings.
• If Autosense is ON, then the Ring Speed and Duplex Mode settings are not used, and the only remaining configuration items are IP configuration, station address, and Maximum
Transmission Unit; these last two options are located on the Advanced Options screen.
• If Autosense is OFF, refer to the Ring Speed and Duplex Mode (Token Ring Cards) parameters for setting the appropriate values of Ring Speed and Duplex Mode.
This option does not apply to the system depicted in this example, so it is not shown.
9. Set the AutoNegotiation option ON or OFF from the option menu.
AutoNegotiation is the means of negotiating modes (Half Duplex and Full Duplex) and speeds (10 and 100) between two multi-speed devices. When autonegotiation is ON, a card autonegotiates with its link partner (provided both partners can do so) and operate at the highest common speed and duplexity. Partners on a link must be configured to the same setting, that is, either both must autonegotiate, or both must be set to the same manual setting such as 100FD. Autonegotiation and the settings for Speed and Duplex are mutually exclusive:
• If AutoNegotiation is ON (the default), then the Speed and Duplex Mode settings are not used.
• If AutoNegotiation is OFF, refer to the Speed and Duplex Mode (Ethernet Cards) parameters for setting the appropriate values.
10. Choose the appropriate Speed at which the interface card operates from the option menu. This function is disabled if the AutoNegotiation option is turned ON.
11. The Duplex Mode setting determines whether data can travel in one direction at a time or in both directions simultaneously. This function is disabled if the AutoSense is turned ON. Otherwise, select Full or Half from the option menu. Full Data can travel out from the interface card and into the interface card at the same time. Full duplex mode can be enabled for a token ring only if the Token Ring card is connected to a Full Duplex-capable TR switch and AutoSense is turned OFF. Half Data can travel in only one direction at  a time. The interface card must finish sending data before it can receive data..
12. Enter the Internet Address (also called the IP Address).
13. Optionally, enter any aliases for this system by selecting Add Host Name Aliases.... The Add Host Name dialog box opens.
You can use this dialog box to add a new host name alias, to modify an existing one, or to remove one from the list of Host Name Aliases.
To add a host name alias:
a. Enter the host name alias in the Alias field.
b. Select Add. The entry is displayed in the list.
c. Repeat these steps as needed.
To modify a host name alias:
a. Select the host name alias to be modified in the list. The selection is echoed in the Alias field.
b. Edit the text in the Alias field.
c. Select Modify. The entry is displayed in the list.
d. Repeat these steps as needed.
To remove a host name alias:
a. Select the host name alias from the list.
b. Select Remove. The host name alias is removed from the list.
14. Select OK to remove the Add Host Name Aliases dialog box and return to the Configure LAN Card dialog box.
15. Optionally enter the Subnet mask. This mask instructs the system how to interpret the IP address.
16. Optionally add any comments regarding the NIC card.
17. Optionally select Enable DHCP Client if you want the system to acquire an IP address from a specified range at boot time. Selecting this option toggles the button to read Disable DHCP Client.
18. Select OK to close this dialog box and update the information in the Network Interface Cards dialog box.

Setting Up the Hosts File 
Use the following procedure to edit the local hosts file:
1. Log in as root.
2. Invoke the SAM utility.
3. Select the Networking and Communications icon.
4. Select the Hosts icon.
5. Select the Local Hosts File icon. The Hosts File dialog box opens.
You can use this dialog box to add a new host entry to this file, modify an existing host entry, remove an entry, or modify the default gateway.

To add a new host entry:
a. Select Actions->Add.... The Add Host to File dialog box opens.
NOTE You will encounter an information dialog box if your system is configured for Domain
Name Service (DNS). However, you can use the local hosts file for static routing.
b. Enter the Internet Address of the host. Gateways are required to reach hosts that are on different networks. The Choose Required Gateway portion of this dialog box appears when the remote host you are configuring must be reached through a gateway. You can use a default gateway or you can designate a specific gateway to be used to reach the host you are adding.If the Choose Required Gateway portion appears, select the appropriate radio button: Use Current Default Gateway Use the currently defined default gateway for the local host. This choice does not appear if there is no default gateway. Specify Gateway for this Connection Configure a gateway specifically for the connection from the local host to the host you are adding, or to the network of the host you are adding. Selecting this option
opens the Specify Gateway dialog box, in which you need to supply the following
information: 
• Gateway Internet Address
• Gateway Name (optional)
• Gateway Type, that is, Host Specific or Network Specific
• Network Internet Address (if the Gateway Type is Network Specific)
• Subnet Mask (optional, if the Gateway Type is Network Specific)
Be sure to select OK to close the Specify Gateway dialog box and return to the Add
Host to File dialog box. Specify and Use Default Gateway
This option is available only if a gateway is required and a default gateway has not
yet been configured for this system. If you choose this option, SAM displays the
Specify Default Gateway dialog box, which is described in the previous option.
This dialog box lets you enter the name and address of the system to be used as a
default gateway.
c. Enter the name of the remote host in the Remote Host Name field.
d. Select Configure Aliases... if you want to assign an alias for the host. The Configure Aliases
dialog box opens.
e. Enter the alias in the Alias field.
f. Select Add. The entry is displayed in the Host Aliases list.
g. Repeat steps e through f as needed.
h. You can remove an entry from the list by selecting it, then selecting Remove.
Likewise, you can modify an entry by selecting it, editing the text in the Alias field, and selecting
Modify.
i. Select OK to close this dialog box and return to the Add Host to File dialog box.
j. Optionally enter any comments.
k. For multiple entries, select Apply and repeat the procedure from step b.
Select OK for the final entry; the Add Host to File dialog box closes.

To modify an existing host entry:
a. Select the host entry in the list to modify.
b. Select Actions->Modify.... The Modify Host in File dialog box opens.
You can use this dialog box to assign an alias to the host or to enter comments.
To assign an alias, select Configure Aliases.... The Configure Aliases dialog box opens. Enter the alias in the Alias field, then select Add. Select OK to close this dialog box and return to the Modify Host in File dialog box. To enter a comment, enter the text in the Comment field.
c. Select OK. The Modify Host in File dialog box closes and the list in the Hosts File dialog box is updated.

To remove an entry:
a. Select the host entry to remove.
b. Select Actions->Remove. The list in the Hosts File dialog box is updated.
To modify the default gateway:
a. Select the host entry
b. Select Actions->Modify Default Gateway.... The Modify Default Gateway dialog box opens.
c. Enter the Default Gateway Internet Address.
d. Optionally enter the Default Gateway Name.
e. Select OK to close the Modify Default Gateway dialog box and return to the Hosts File dialog box.
6. Select File->Exit.

Setting Up the Hosts Equivalency File 
The host equivalency file defines the remote login requirements for a remote system.
Use the following procedure to edit the host equivalency file:
1. Log in as root.
2. Invoke the SAM utility.
3. Select the Networking and Communications icon.
4. Select the System Access icon. The System Access window opens.
5. Select the Remote Logins icon. The Remote Logins dialog box, preceded by information dialog boxes. Read these information dialog boxes and select OK to close them.
6. Select Actions->Add.... The Remote Login Security dialog box opens.
7. Enter the Remote System Name. Entering a plus character (+) in this field indicates any remote system.
8. Select the appropriate radio button for User access from this remote system:
Allowed All non-root users from the remote system may access this system; this is the default. Denied No users from the remote system are allowed to access this system.
Restricted... Opens the Select Users to Deny dialog box so that you can choose which remote users are denied access to this system.To deny a specific user access with this option, select the user from the list of System Users, then select <--Add-- to place that name on the Selected Users list. Repeat as needed, then select OK to close this dialog box.
9. Select the appropriate radio button for Rlogin User Password option:
Required All non-root users from the remote system who are allowed to access this system must enter a password when they log in; this is the default. Not Required No non-root users from the remote system who are allowed to access this system need to enter a password.
Select Users Not Required... Opens the Select Users to Bypass User Password Security dialog box (similar to the Select Users to Deny dialog box) so that you can choose which
remote users are able to use log in without being prompted for a password.
10. Select the appropriate radio button for the Super User Password access option:
Allowed All users from the remote system are able to log in as root on this system; this is the default. Denied No users from the remote system are allowed to log in as root on this system. Restricted... Opens the Select Users to Deny Super User Access dialog box so that you can choose which remote users are allowed root access to this system.
11. Select the appropriate radio button for Rlogin Super User Password option:
Required All users from the remote system must supply the root password when logging onto this system as root. Root User Not Required A user logged in as root on the remote system may log in to the local system without supplying the root password. Select Users Not Required... opens the Select Users to Bypass Super User Password Security dialog box (similar to the Select Users to Deny dialog box) so that you can choose which remote users do not need to supply the root password when logging in as root. 
12. Select OK in the Add Remote Login Security dialog box to accept the changes and to close the dialog box.
13. Select File->Exit.

Setting Up the System as a DHCP Server 
There are several options available for configuring DHCP services on HP-UX; follow this procedure:
1. Log in as root.
2. Invoke the SAM utility.
3. Select the Networking and Communications icon.
4. Select the Bootable Devices icon.
5. Select the appropriate icon as follows; the corresponding dialog box opens.DHCP Device Groups Booting From this Server Use this option to specify DHCP Device Groups.
Devices for which Boot Requests are Relayed to Remote Servers Use this option to add, modify, or remove a device (or group of devices) whose boot requests should be relayed to remote servers called relay agents. Fixed Address Devices Booting From this Server
Use this option to assign individual IP addresses to DHCP devices.
6. DHCP Device Groups Booting From this Server icon. The DHCP Device Groups Booting From this Server dialog box opens.
7. Select the action that adds a device or DHCP group, accordingly. The corresponding dialog box opens.
8. Fill in the data fields.
9. Select OK.
10. Select Actions->Enable Boot Server.
11. Select File->Exit.

Configuring a BIND Master Server 
There are three different types of BIND servers that you can configure on an HP-UX system:
• Primary Master
• Secondary Master
• Caching-Only
This section describes the configuration of a Primary Master BIND Server. See the HP-UX manual titled Installing and Administering Internet Services for information on how to configure the other types of BIND servers, as well as background information on BIND/DNS.
The configuration a BIND Master Server requires the designation of a name server, the creation of the DNS database, and the activation of the named daemon.
1. Log in as root.
2. Invoke SAM.
3. Select the Networking and Communications icon.
4. Select the Name Service Switch icon. The Name Service Switch dialog box opens.
5. Select the line in the table for hosts.
6. Select Actions->Configure Name Service Switch. The Configure Name Service Switch dialog box opens.
7. You can choose up to a maximum of four sources in the Search Order. For each:
a. Select the Search Order source (DNS, NIS+, NIS, the local /etc/hosts file, other). If you enter other, enter the name service you want to use in the text field to the right of this option menu. The default order is 1) DNS, 2) NIS+, 3) /etc/hosts
b. Select either Try Next Source or Stop Searching for the If Information is Not Found option.
c. Select either Try Next Source or Stop Searching for the If Source is Not Configured option.
d. Select either Try Next Source or Stop Searching for the If Source is Not Responding option.
8. Select OK. The Configure Name Service Switch dialog box closes.
9. Select File->Exit. The Name Service Switch dialog box closes.
10. Select the DNS (BIND) icon.
11. Select the DNS Resolver icon. The DNS Resolver dialog box opens.
12. Select Actions->Specify Name Servers.... The Specify Name Servers dialog box opens.
13. Enter the IP address for each of up to three name servers, in the order they will be queried, in the appropriate text field. You can also add a comment for each name server.
14. Select OK. The Specify Name Servers dialog box closes.
15. Select Actions->Set Default Domain.... The Set Default Domain dialog box opens.
16. Enter the default domain.
17. Optionally enter other domains to search.
18. Select OK. The Set Default Domain dialog box closes.
19. Select File->Exit.
20. Select the DNS Local Name Server icon. The DNS Local Name Server dialog box opens.
21. Select Actions->Add Primary/Secondary Information.... The Add Primary/Secondary Information dialog box opens.
22. Select Primary as the Name Server Type.
23. Enter the domain name in the Domain field.
24. Enter the numeric IP address that corresponds to the domain name in the Network Numbers field.
25. Optionally change the time that other name servers may cache the information about this domain by entering the time in seconds in the Time to Live field. The default is 86,400 seconds, or 1 day.
26. Enter the fully qualified domain name in the Primary Server field. Be sure to append this name with a dot (.).
27. Select Apply for multiple instances of Primary Master Servers and repeat from step 22. Select OK for the final (or only) entry. The Add Primary/Secondary Information dialog box closes.
28. Select Actions->Restart the DNS Name Server to start the named daemon.

Networked File Systems Configuration
Networked File System (NFS) is based on the client-server model.An NFS server is a machine that makes local directories available for client machines to mount using NFS.
On the NFS client, these mounted files and directories look to users like part of the client's local file system. An NFS server can also be an NFS client.This section describes the configuration of an NFS server on hpux operating systems.

Configuring NFS 
Use the following procedure to configure an NFS Server on an HP-UX system.
1. Log in as superuser (root).
2. Invoke SAM.
3. Select the Networking and Communications icon.
4. Select the Networked File Systems icon.
5. Select the Exported Local File Systems icon. The Exported Local File Systems dialog box opens.
6. Select Actions->Add Exported File System.... The Add Exported File System dialog box opens.
7. Enter the name of the local directory, which must also be a file system, in the Local-Directory Name field.
8. Decide how an unknown user should be treated by selecting the appropriate radio button:
• When an unknown user accesses the directory, the unknown user ID is used.
• Unknown users are prevented from accessing the directory.
• A specific user ID is used for unknown users. When this radio button is selected, a field appears to the right so that you can enter that user ID.
9. Choose the radio button that either allows asynchronous writes or prevents them.
10. Optionally, you can specify whether to allow access from all or selected systems and specify the type of access by selecting Specify User Access.... The User Access dialog box opens. The default is to allow access from all systems. Selecting the Selected Systems radio button transforms this dialog box as follows: You can specify an access list of various remote systems that you name with read-write or read-only access. Specifying the Read-mostly Access Type at the top of the dialog box allows you to set individual access types for each system. Select Add to add each system to the list. After there is a least one system on the list, you are able to modify or remove it.  Be sure to select OK to close this dialog box and return to the Add Exported File System dialog box.
11. Optionally you can select Specify Root-User Access... to name those remote systems whose root users are allowed access to the file system. The Root-User Access dialog box opens. This dialog box lets you enter the names of remote systems in the Remote-System Name field and select Add to list them. After there is at least one remote system name in the list, you can modify or remove the list. Be sure to select OK to close this dialog box and return to the Add Exported File System dialog box.
12. Select OK in the Add Exported File System dialog box. This dialog box closes.
13. Select Actions->Enable NFS Server.
14. Select File->Exit.

Network Information Service Configuration
Network Information Service (NIS) allows you to administer the configuration of many hosts from a central location. Common configuration information, which would have to be maintained separately on each host in a network without NIS, can be stored and maintained in a central location and propagated to all the nodes in the network. Earlier versions of NIS were called YP (for Yellow Pages). By default, NIS manages the following configuration files:
The information in these files is put into NIS databases automatically when you create an NIS master server. Other system files may be managed by NIS, if you wish to customize your configuration. 
Structure of the NIS Network
File Description
/etc/hosts The file that maps internet addresses to host
names.
/etc/passwd This file contains a list of the users on your system,
along with their passwords, home directories, and
other information.
/etc/group This file is a list of groups of users.
/etc/netgroup This file is a list of NFS netgroups, which are
groups of host names or user names used for
allowing or denying access to systems and services.
/etc/services This file associates network services with their
port numbers and protocols.
/etc/protocols This file associates network protocols with protocol
numbers.
/etc/networks This file contains a list of network names and
numbers.
/etc/rpc This file maps RPC program names to program
numbers.
/etc/auto_master This file is an NFS automounter map that lists the
direct and indirect automounter maps and their
mount points.
/etc/mail/aliases This file is a list of sendmail aliases.
/etc/publickey This file is a list of secure RPC encryption keys.
/etc/netid This file is a list of secure RPC netnames
(unix.UID@domainname or
unix.hostname@domainname) for users and hosts
outside your NIS domain.

NIS Structure
The center of the NIS network is the NIS master server. When you create an NIS master server, the configuration files on that host are used to create NIS maps, which are hashed database versions of the configuration files. After the NIS network is set up, any changes to the maps must be made on the master server. In addition to the master server, you can create backup servers, called NIS slave servers, to take some load off the master server and to substitute for the master server when it is down. When you create an NIS slave
server, the maps on the master server are transferred to the slave server. Whenever a change is made to a map on the master server, the modified map must be transferred to the slave servers. Typically, all the hosts in the network, including the master and slave servers, are NIS clients. Whenever a process on an NIS client requests configuration information, it calls NIS instead of looking in its local configuration files. (For group and password information and mail aliases, the /etc files may be consulted first, and NIS may be consulted if the requested information is not found in the /etc files.) The set of maps shared by the servers and clients is called the NIS domain. The master copies of the maps are
located on the NIS master server. Each slave server has an identical directory containing the same set of maps. When a client starts up, it broadcasts a request for a server that serves its domain. Any server that has the set of maps for the client's domain may answer the request. The client binds to the first server to answer its request, and that server answers all its NIS queries.

Configuring NIS 
Use the following procedure to configure NIS on an HP-UX system:
1. Log in as superuser (root).
2. Invoke SAM.
3. Select the Networking and Communications icon.
4. Select the NIS icon. The NIS Configuration dialog box opens.
5. Select Actions->Configure Master Server. The Configure Master Server dialog box opens.
6. Enter the Domain Name.
7. You can add, modify, or remove a slave system.
To add a slave system:
a. Select Slave’s Host Name to open the Host Name dialog box to display a list of possible NIS slave systems.
b. Select Specify Slave Servers. The Specify Slave Servers dialog box opens.
c. Select Slave’s Host Name.... The Host Name dialog box opens.
d. Select a host name from the list on the Host Name dialog box and select OK. The Host name dialog box closes.
e. Select Add. The list is updated.
To modify a slave system:
a. Select a slave system in the list. The name appears in the field to the right of Slave’s Host Name....
b. Edit the host name in that field.
c. Select Modify. The entry in the list is updated.
To remove a slave system:
a. Select a slave system in the list.
b. Select Remove. The list is updated.
8. Select either Allow All Access or Allow Selected Access for the Access to Master Server option. Selecting Allow Selected Access exposes the Configure Selected Access... button which opens the Configure Selected Access dialog box.
9. Select OK. The Specify Slave Servers dialog box closes.
10. Select the client listed on the Configure Master Server dialog box.
11. Select Actions->Enable Client.
12. Select File->Exit.

NIS+
NIS+ is a newer version of NIS; it runs on HP-UX only. This version differs in several significant ways from NIS. All NIS commands and functions are prefixed by the letters yp; NIS+ commands and functions are prefixed by the letters nis. NIS+ allows you to maintain configuration information for many hosts in a set of distributed databases. You can read or modify these databases from any host in the network, if you have the proper credentials and access permissions. Common configuration information, which would have to be maintained separately on each host in a network without NIS+, can be stored and maintained in a single location and propagated to all the hosts in the network.
NIS+ has the following advantages over NIS:
• NIS+ supports a hierarchical domain structure called the NIS+ namespace. You can create a separate domain for each workgroup or department in your organization. Each domain can be managed independently of the others. Hosts in any domain may have access to information in all the other domains in the namespace.
• The NIS+ namespace can grow with your organization. Because information may be distributed over multiple domains, each with its own servers, the size of the NIS+ namespace is not limited by the capacity of any single server.
• NIS+ is not limited by subnet boundaries. NIS+ clients do not broadcast requests, so you do not need a server on every subnet.
• NIS+ is secure. It uses a private key/public key authentication scheme with DES encryption. Every user and host in the namespace has its own unique credentials, and you can decide which users and hosts will be allowed to read or modify the information in each NIS+ domain.
• You can modify the information in an NIS+ table from any host in the namespace. Modifications are made directly to the NIS+ table, so you do not have to rebuild the table from a file.
• Replica servers in NIS+ domains receive each table update as it is made. You do not have to push whole tables to the replica servers.
• An NIS+ table may contain many columns, and you can search for entries based on the information in any column. 
NIS+ has the following disadvantages:
• NIS+ is difficult to administer. It requires dedicated system administrators trained in NIS+
administration. NIS+ administration is very different from NIS administration
• The NIS+ databases are not automatically backed up to flat files. The system  administrator must create and maintain a backup strategy for NIS+ databases, which includes dumping them to flat files and backing up the files. You can use SAM to configure NIS+ on an HP-UX system. Configuration includes Adding Groups, Adding Tables, Changing Domains, and Setting Default Owner and Permissions. 

Mail Configuration
Although the sendmail utility, which is responsible for the proper distribution and receipt of electronic mail, operates nearly identically between both operating systems, the installation and configuration of that software varies greatly.
Installing and Configuring Mail (HP-UX)
When you install sendmail on HP-UX, the installation script creates and modifies the files needed for sendmail operation. The sendmail configuration file supplied with HP-UX works without modifications for most installations. Therefore, the only steps you must complete are:
1. Set up sendmail servers to run with NFS.
2. Configure and start sendmail clients.
3. Verify that sendmail is running properly.
Installing sendmail
The sendmail application can be installed to function on a standalone system, as a mail client, or as a mail server, as described in the following sections. You should use the sendmail application in conjunction with the BIND application.
Installing sendmail on a Standalone System 
When sendmail is installed, it is automatically configured to send and receive mail for users on the local system only. The standalone system processes all outbound mail and establishes connections to the message destination host or to Mail Exchanger (MX) hosts. The sendmail daemon is then started when you reboot the system, so you do not need to make any changes to any system files.
Installing sendmail on a Mail Client 
sendmail clients do not receive mail on their local system; instead, users on the client systems obtain their mail on the mail server. User mail directories reside on the server,
and users read their mail over an NFS link. By default, a sendmail client forwards to the server any local mail (a user address destined for the client system) and sends nonlocal mail directly to the destination system or MX host. Outgoing mail appears to originate from the server, so replies are sent to the server. Sendmail clients can be diskless systems.
As mentioned earlier, the client system now forwards local mail to the mail server and forwards other mail directly to remote systems. To configure the client system to relay all mail to the mail server for delivery, see Modifying the Default sendmail Configuration File.
The NFS startup script NFS-mounts the /vary/mail directory from the mail server to your system.
Installing sendmail on a Mail Server 
To set the system up as an NFS server and allow the sendmail clients to read and write to the /vary/mail directory, perform the following steps:
1. Make sure all mail users have accounts on the mail server and that their user ids and group ids on the mail server are the same as on the client machines. (This step is not necessary if you are using NIS and your mail server is in the same NIS domain as the clients.)
2. In the /etc/rc.config.d/nfsconf file, use a text editor to set the NFS_SERVER variable to 1.
3. Use a text editor to add the following line to the /etc/exports file: /vary/mail -access=client,client...
where each mail client is listed in the access list. If the /etc/exports file does not exist, you will have to create it.
4. Issue the following command to run the NFS startup script:
# /sbin/init.d/nfs.server start
Restarting sendmail
Issue the following commands, on a standalone system or on the mail server, to restart sendmail:
# /sbin/init.d/sendmail stop
# /sbin/init.d/sendmail start

Maintenance Commands and Utilities
The following commands are provided for examining the network and setting network parameters.
The hostname command 
Both the HP-UX operating system and the Tru64 UNIX operating system implement the hostname command, which allows any user to display the name of the current host system and allows the super user to set the host name. 
The ifconfig command 
Both the HP-UX operating system and the Tru64 UNIX operating system implement the ifconfig command, but there are differences in command line options and in the parameters. The ifconfig command enables you to define a network address (at boot time), to display all interfaces configured on a system, and to set various operating parameters.
Tru64 UNIX offers these command line options that are not present in the HP-UX version:
Tru64 UNIX -a displays information about all interfaces configured on a system.
-d displays only information about interfaces that are down.
-l displays only interface names that are configured on a system.
-u displays only information about interfaces that are up.
-v displays verbose information about interfaces.
There differences between the parameters for each version are summarized here:
HP-UX plumb sets up the Streams plumbing needed for TCP/IP for a primary interface name. unplumb tears down the Streams plumbing for a primary interface name.
Tru64 UNIX abort closes all TCP connections associated with the network address.
add creates or modifies a set of redundant adapters (NetRAIN).
alias establishes an additional network address for an interface.
-alias removes the network address specified.
aliaslist establishes a range of additional network addresses for this interface.
-aliaslist removes the range of network addresses, that is, the aliaslist.
allmulti enables the reception of all multicast packets.
debug enables driver-dependent debug code.
-debug disables the debug code.
delete removes a specified network address.
filter enables access filtering on the interface.
-filter disables access filtering on the interface.
ip6dadtries specifies the number of consecutive Neighbor Solicitation messages that your
system transmits while it performs Duplicate Address Detection on a tentative address.
ip6hoplimit sets the default number of hops to be included in transmitted unicast IP
packets. ip6interfaceid overrides that default interface ID, which depends on the underlying link type  (for example, Ethernet, FDDI, and Token Ring), and specifies id as the interface ID. ip6mtu alters the maximum transfer unit (MTU) for messages that your system transmits on the link. ip6nonud disables Neighbor Unreachability Detection (NUD) on the interface. ip6reachabletime sets the time, in milliseconds, that your system considers a neighbor is reachable after your system receives a reachability confirmation message.
ip6retranstimer sets the time interval, in milliseconds, between Neighbor Solicitation
messages to a neighbor. ipdst specifies an Internet host willing to receive IP packets encapsulating packets bound for a remote network. ipmtu alters the size of the maximum transfer unit (MTU) for messages that your system transmits. ipv6 initializes IPv6-related data structures and assigns an IPv6 link-local address to the interface. -ipv6 removes any IPv6 configuration associated with the interface, including all IPv6 addresses and IPv6 routes through the interface. multinet enables the use of multiple subnets on the interface.
-multinet disables the use of multiple subnets on the interface. nrtimers sets two NetRAIN interface timing parameters. physaddr associates a virtual Media Access Control (MAC) address (mac-address) with an IP network address.
-physaddr disassociates the virtual MAC address (mac-address) from an IP network
address.
promisc sets the interface into promiscuous mode.
-promisc disables the promiscuous mode of the interface.
remove removes one or all interfaces attached to a NetRAIN interface.
speed sets the speed at which the token ring adapter transmits and receives on the token
ring network to value.
switch forces a NetRAIN interface to failover to another interface in the NetRAIN set.
trailers requests the use of a trailer link-level encapsulation when sending messages.
-trailers disables the use of a trailer link-level encapsulation.
trustgrp sets the trust group identifier for the interface.
vphysaddr associates a virtual Media Access Control (MAC) address (mac-address) with an
IP network address.

The lanadmin command 
This HP-UX program administers and tests the Local Area Network (LAN). For each interface card, this command allows you to:
• Display and change the station address.
• Display and change the 802.5 Source Routing options (RIF).
• Display and change the maximum transmission unit (MTU).
• Display and change the speed setting.
• Clear the network statistics registers to zero.
• Display the interface statistics.
• Reset the interface card, thus executing its self-test

The lanscan command 
This HP-UX command lanscan displays the following information about each LAN device that has software support on the system:
• Hardware Path
• Active Station Address (also known as Physical Address)
• Card Instance Number
• Hardware State
• Network Interface NamePPA. The Network Interface Name and the PPA (Physical Point of Attachment) number are concatenated together. A single hardware device may have multiple NamePPA identifiers, which indicates multiple encapsulation methods may be supported on the device. For Ethernet/IEEE 802.3 links, the Name lan is used to designate Ethernet encapsulation, and snap for IEEE 802.3 encapsulation. For other links (FDDI, Token Ring), only the lan encapsulation designation is used.
• Network Management ID
• MAC Type
• HP DLPI Supported. Indicates whether or not the lan device driver will work with HP's Common Data Link Provider Interface
• DLPI Major Number
• Extended Station Address for those interfaces that require more than 48 bits
• Encapsulation Methods that the Network Interface supports

The linkloop command 
This HP-UX command tests the connectivity of the local node and the remote node specified by each hardware station address. Executing the lanscan command on the remote node gives the hardware station address of the remote node. This hardware station address is usually represented as a hexadecimal string prefixed with 0x; it can also be represented as a octal string prefixed with 0 or as a decimal string. 

The named command (HP-UX and Tru64 UNIX)
Both the HP-UX operating system and the Tru64 UNIX operating system implement named, which is the Internet domain name server. There are differences in the options for each version: HP-UX -X disables XSTATS, which is enabled by default. Tru64 UNIX -c is an alias for the -b option. -w directory sets the working directory of the server.

The ndd command 
This HP-UX command allows the examination and modification of several tunable parameters that affect networking operation and behavior. It accepts arguments on the command line or may be run interactively.

The netfmt command 
Use this HP-UX command to format binary trace and log data gathered from the network tracing and logging facility (nettl) and the kernel logging facility (see the kl(1M) reference page). The binary trace and log information can be read from a file or from standard input (if standard input is a tty device, an informative message is given and netfmt quits). Formatted data is written to standard output. Formatting options are specified in an optional filter configuration file. Message inclusion and format can be controlled by the filter configuration file. If no configuration commands are specified, all messages are fully
formatted. There are two types of global formatting done by netfmt. The first one is global filtering for NetTL's trace/log packets and the other is for KL's log packets. A description of the filter configuration file follows the option descriptions.

The nettl command 
This HP-UX command is a tool used to capture network events or packets. Logging is a means of capturing network activities such as state changes, errors, and connection establishment. Tracing is used to capture or take a snapshot of inbound and outbound packets going through the network, as well as loopback or header information. A subsystem is a particular network module that can be acted upon, such as ns_ls_driver, or SX25L2. The nettl command is used to control the network tracing and logging facility

The netstat command 
 HP-UX operating system implement the netstat command to displays network statistics. There are differences in the options for each version:
HP-UX -g shows multicast information for network interfaces.
          -v shows additional routing information.

The ping command 
The ping command uses the ICMP (Internet Control Message Protocol) protocol's mandatory ECHO_REQUEST datagram to elicit an ICMP ECHO_RESPONSE from the specified host or gateway host, where host is a network name or IP address. ECHO_REQUEST datagrams (pings) have an IP (Internet Protocol) and ICMP header, followed by a struct timeval and then an arbitrary number of pad bytes used to fill out the packet.HP-UX and Tru64 UNIX operating systems support the ping command, 
HP-UX -i ipaddress sends multicast datagrams from an IP address, given as an argument.
-o inserts an IP Record Route option in outgoing packets, summarizing routes taken when
the command terminates.
-p displays the new Path MTU information when a ICMP Datagram Too Big message is
received from a gateway.
-r bypasses the normal routing tables and sends directly to a host on an attached network.
-t ttl sets the time-to-live field in the multicast datagram to ttl if the host is a multicast
address.

Types of Performance Monitoring
In the broadest terms, there are two types of performance monitoring, the first and simplest gives a snapshot of the system as it appears at a particular moment. Both operating systems offer commands and utilities that provide statistics for a particular component of the operating system, for example input/output (I/O) or virtual
memory. The second type monitors performance over a long period of time. This type of performance monitoring is particularly useful for developing changes to the configuration because it gives a good picture of actual system use. Generally the tools for long term performance monitoring are created specifically for the operating system. Also, performance can be affected locally and remotely. System administrators may examine remotely mounted NFS file systems to determine any remote causes for hindered performance.
System administrators may also pursue process management (discussed in Chapter 10) to determine if there are processes that are taking up too many resources or too much time.
Performance Monitoring Tasks
The following sections describe the tasks for monitoring performance; they are subdivided by category.
Monitoring Disks and Terminals
you can get a snapshot of the disk and terminal activity with the iostat
command.On HP-UX, you can invoke the iostat command with the -t option from SAM as follows.
1. Log in as root or switch user to super-user.
2. Invoke SAM.
3. Select Performance Monitors.
4. Select Disks & Terminal Activity.
SAM opens a terminal window and executes the iostat -t command.
Monitoring the Interprocess Communication Facility
you can access the current IPC status with the ipcs command; the information
returned gives data on message queues, shared memory, and semaphores.
On HP-UX, you can invoke the ipcs command from SAM as follows.
1. Log in as root or switch user to super-user.
2. Invoke SAM.
3. Select Performance Monitors.
4. Select Inter-Process Communication Facility.
SAM opens a terminal window and executes the ipcs command.
Monitoring Network Activity
you can obtain statistics on the current network activity with the netstat
command. The showmount command, also available to displays all the clients that have a remotely mounted file system from a given host.
Monitoring Processors
On the HP-UX operating system, you can obtain processor information from SAM as follows.
1. Log in as root or switch user to super-user.
2. Invoke SAM.
3. Select Performance Monitors.
4. Select System Properties.
The System Properties window opens.
Monitoring Processes
The top command, standard on the HP-UX operating system  lists the processes with the highest CPU percentages.On HP-UX, you can invoke the top command from SAM as follows.
1. Log in as root or switch user to super-user.
2. Invoke SAM.
3. Select Performance Monitors.
4. Select Processes with Highest CPU Usage.
A terminal window opens and executes the top command.
HP-UX  operating systems provide the time command so that you can time a given command. They also provides the timex command. The ps command lists the processes currently running on the system; you can use options to fine-tune the listing to display the appropriate data.
Monitoring System Activity
On all HP-UX systems with the SVE extension to the operating system,
you can run the sar command to monitor system activity.
On HP-UX, you can invoke the sar command from SAM as follows.
1. Log in as root or switch user to super-user.
2. Invoke SAM.
3. Select Performance Monitors.
4. Select System Activity.
A terminal window opens and executes the sar command.
Monitoring Virtual Memory Activity
you can get a snapshot of the virtual memory activity with the vmstat command.
On HP-UX, you can invoke the vmstat command from SAM as follows.
1. Log in as root or switch user to super-user.
2. Invoke SAM.
3. Select Performance Monitors.
4. Select Virtual Memory Activity.
A terminal window opens and executes the vmstat command.

GlancePlus/UX (HP-UX)
GlancePlus/UX is a performance monitoring and diagnostic tool that lets you examine system activities,identify and resolve performance bottlenecks, and tune your system for more efficient operation. GlancePlus/UX is an optional product from HP that runs on HP-UX as well as some other UNIX variants. GlancePlus/UX provides useful performance data in real time in your choice of character or graphic mode. From the Global Screen, you can access various other screens which display data in histogram, percentage, and list form; many of these lists can be filtered. These other screens include the following.
• Process List Screen
• CPU Report Screen
• Memory Report Screen
• Disk Report Screen.

The iostat command HP
The iostat command supplies statistics on how much I/O the system is performing; a system may be performing poorly because it is I/O bound.HP-UX -t reports terminal statistics as well as disk statistics.Here is the output from the iostat command run on an
HP-UX system.
HP-UX # iostat
device bps sps msps
c1t15d0 0 0.0 1.0

The ipcs command 
This utility, which is implemented for, displays certain information about active
interprocess communication facilities. 
HP-UX -C corefile allows you to specify a file, which is a core file or a directory created by
savecrash or savecore, instead of /dev/kmem.
The default output of the command as implemented in HP-UX corresponds to the command with the –a option 
HP-UX
# ipcs
IPC status from /dev/kmem as of Wed Mar 12 15:32:45 2003
T ID KEY MODE OWNER GROUP
Message Queues:
q 0 0x3c1c0555 -Rrw--w--w- root root
q 1 0x3e1c0555 --rw-r--r-- root root
Shared Memory:
m 0 0x411c05cc --rw-rw-rw- root root
m 1 0x4e0c0002 --rw-rw-rw- root root
m 2 0x41206998 --rw-rw-rw- root root
m 3 0x301c3e81 --rw-rw-rw- root root
Semaphores:
s 0 0x411c05cc --ra-ra-ra- root root
s 1 0x4e0c0002 --ra-ra-ra- root root
s 2 0x41206998 --ra-ra-ra- root root

The lpana command (HP-UX)
This HP-UX utility prints LP spooler performance information, which you can use to optimize the configuration of the entire printer spooler system.
The netstat command (HP-UX and Tru64 UNIX)
In hpux systems implement the netstat command to
displays network statistics. HP-UX -g shows multicast information for network interfaces.
-v shows additional routing information.

OpenView (HP-UX)
Hewlett-Packard’s OpenView offers a complete portfolio of service-driven management solutions includingperformance measurement tools. OpenView is an optional product which runs on the HP-UX operating system.The HP OpenView Performance Agent for UNIX, previously the HP OpenView MeasureWare Agent forUNIX, captures performance, resource, and transaction data from HP 9000 series servers. Using minimal system resources, the software continuously collects, logs, summarizes, and time stamps resource and performance measurement data from applications, databases, networks and operating systems. HP PerfView is an analysis tool that lets you examine data from the HP OpenView Performance Agent for UNIX.
SAM (HP-UX)
The HP-UX System Administration Manager provides a facility for monitoring the performance of various aspects of the operating system. SAM initiates commands to accomplish these tasks; the following provides a correspondence of these facilities
to the commands used. The System Properties facilities displays system data.
Disk and Terminal Activity iostat –t Inter-Process Communication Facility Status ipcs
Process with Highest CPU Usage top System Activity sar Virtual Memory Activity vmstat
Performance Monitoring
The sar command
The System Activity Reporter is a standard utility on HP-UX  with the SVE extension to the operating system. There are two sar commands: the system activity reporter (sar) and the system activity report package (sa1, sa2, sadc). The system activity reporter and the system activity report package have the same differences; they are as follows.
HP-UX -A is equivalent to a slightly different set of options.
-M reports the per-processor data on a multiprocessor system (similar to the -P option
below).
-w reports system swapping and switching activity (similar to the -p and -g options below).

The showmount command 
The showmount command displays the names of all hosts that have NFS file systems mounted. 

The time and timex commands 
The time command gives a quick indication of system performance by timing a given command and displaying the real, system, and user time required for the command to stderr.; The HP-UX operating system also offers the timex command, which enables you to display total system activity or process accounting data with respect to the command being timed. 

The top command 
The top command displays the current top processes on the system, periodically updating the information. Raw CPU percentage data is used to rank the processes. When you issue this command on an HP-UXoperating system, you can specify the delay between screen updates, a specific count of displays, your choice of user names or user identifiers, and a specific number of processes to be displayed.

The uptime and w commands 
HP-UX systems implement the UNIX uptime and w commands, which
displays the current time and the amount of time since the system was booted, and the number of users logged in. There are differences in the implementations of these commands, however. 
HP-UX -h suppresses the heading.
           -l uses the long output format.
          -s uses the short form of output for displaying terminal information.
          -u prints only the first line, which describes the overall state of the system; this is  
              the default.           
          -w prints a summary of the current activity on the system for each user.
HP-UX
# uptime
3:16pm up 66 days, 20:33, 3 users, load average: 5.71, 5.31, 5.26

The vmstat command 
Although both HP-UX and Tru64 UNIX offer this virtual memory statistics command, the implementation of the command options differs greatly; only the -f option, which reports the number of forks, is identical. Here are the options for each:
HP-UX -d reports the disk transfer information, in the form of transfers per second, as a separate section. -n provides an output format, which separates the default output into distinct virtual memory information and CPU data sections; these are more easily read on an 80-column display device. -S reports the number of processes swapped in and out (si and so) instead of page reclaims and address translation faults (re and at).-s prints the total number of several kinds of paging-related events from the kernel sum structure that have occurred since boot-up or since vmstat was last executed with the –z option. -z clears all accumulators in the kernel sum structure.
Here is the default output from this
command run on an HP-UX system.
HP-UX # vmstat
procs memory page faults cpu
r b w avm free re at pi po fr de sr in sy cs us sy id
1 0 0 9838 11494 7 14 1 0 0 0 0 96 168602 26 29 15 56

                                           9 Print System
To administer the print system, a system administrator must be able to initialize the printer spooler (also known as the LP spooler), add printers, control printer operations, enable or disable printers, start and stop the printer spooler, and remove a printer from the printer spooler, among other tasks.The methods for performing these tasks, and their administrative tools vary greatly between both operating systems, The administrator of an HP-UX operating system has the option of using SAM (the preferred method) or
individual commands to set up and maintain the print system on his or her computer.

The accept command 
This command permits the lp command to accept print requests for each named LP printer or printer class destination queue.

The lp command 
This command queues files for printing

The lpadmin command 
This command configures the LP spooler to describe printers, classes, and devices; it can be used to add and remove printers and change the default printer

The lpfence command 
This command defines the minimum required priority for the spooled file to be printed

The lpmove command 
This command moves print requests, which were queued by the lp command, from one printer to another

The lpsched command 
This command schedules print requests originated with the lp command; lpsched is invoked by /sbin/rc, which creates a background process that runs until lpshut is executed

The lpshut command 
This command shuts down the line printer scheduler.

The lpstat command 
Without specified options, the lpstat command displays the status of all requests made by the lp and lpr commands. See the appropriate reference page for more information on these options.The HP-UX version of the lpstat utility supports the XBD specification, Section 10.2, Utility Syntax Guidelines, except the option-arguments are optional and cannot be presented as separate arguments

The reject command 
This command permits the lp command to reject subsequent print requests for each named destination queue; printing requests that are already queued continue to be processed.

SAM (HP-UX)
When you use SAM to perform HP-UX print system management, you use the SAM Printers and Plotters window to open the SAM LP Spooler window, from which you can access the SAM Printers and Plotters dialog box; these are shown in Figure 9-2 on page 195, Figure 9-3 on page 196, and Figure 9-4 on page 197, respectively. The HP-UX SAM utility allows you to control various aspects of printer configuration and operation. Selecting the Printers and Plotters icon in SAM’s main window opens the SAM Printers and Plotters Window.

Initializing the Printer Spooler
Initializing the printer spooler consists of adding a printer to the printer spooler, accepting print requests for the printer, enabling the printer, and turning on the printer spooler.
Under the HP-UX operating system, you can choose to perform these steps individually using HP-UX commands or you can use SAM to add a printer and all these functions are done automatically. 

Adding a Printer
You can add a a local printer, a remote printer, or a networked printer to an HP-UX system.
Adding a Local Printer
This section describes how to install a local printer (that is, a directly-connected printer) to an HP-UX system
HP-UX Using SAM to Add a Local Printer
Follow these steps:
1. Collect the following information:
• What is the name the printer will use?
Printer names can be up to fourteen alphanumeric characters in length; the alphabetic characters may be in either upper or lower case and the underscore (_) is also allowed.
• What is the device file name the printer or plotter will use?
SAM creates the device file for you by using the default device file named lp_printer-name. You can override the default device file name by specifying your device file name when you provide the printer information.
• Is the model script in the /usr/spool/lp/model directory; for example, laserjetIIISi for an HP LaserJet IIISi.
• What is the print request priority for this printer?
The default is 0.
• (Optional) To which class should the printer be added?
Printer class names follow the same rules as printer names, that is, fourteen alphanumeric characters and underscore is allowed as an alphanumeric character.
• Will this printer be the system’s default printer?
2. Physically connect the printer(s) to your system. Refer to the instructions shipped with your printer. You may need to shut down your system and turn off the power when you are changing the hardware configuration of your system.
3. Invoke SAM.
4. Double-click the Printers and Plotters icon.
The Printers and Plotters window opens.
5. Double-click the LP Spooler icon.
The LP Spooler window opens.
6. Double-click the Printers and Plotters icon.
The Printers and Plotters dialog box opens.
7. Select Action->Add Local Printer/Plotter and the menu item that corresponds to the printer you are
adding:
• Add Parallel Printer/Plotter...
• Add Serial (RS-232) Printer/Plotter...
• Add HP-IB Printer/Plotter...
• Add Printer with Nonstandard Device File...
• Add Printer/Plotter to a TSM Terminal...
The corresponding dialog box opens.
8. Highlight the interface you want to use for the printer connection.
9. Provide the appropriate additional information (for example, port number or bus address).
10. Select OK.
Select the Diagnose Missing Card button and follow the directions if the interface is not listed. NOTE The device driver must be part of the kernel to add the printer to the printer spooler. If the driver is not currently configured into the kernel, SAM prompts you to add the driver(s) and reboot the system.
11. Provide the following information in the printer interface dialog box:
a. Enter the printer name.
b. Select the Printer/Model Interface.
c. Select the Printer Class, if applicable.
d. Choose the Request Priority.
e. Select the check box to make this printer the default destination of print jobs.
12. Select OK.
Commands
Alternatively, you can choose to add a local printer by entering administrative commands on the command
line. Here are the steps to do so:
1. Either log in as root or use the su command to switch to super user.
2. Stop the printer spooler with the lpshut command.
3. Add the printer to the printer spooler with the lpadmin command. 
4. Use the accept command to allow print requests to be accepted for the new printer:
5. Use the enable command to enable the new printer to process print requests:
6. Restart the printer spooler with the lpsched command.
Adding a Remote Printer
A remote printer refers to a printer that is directly connected to a remote host or is otherwise treated as local by the remote host. You configure your local print queue so that print jobs are sent to the remote host over the network. These jobs are then printed on the remote host.The remote printer’s network card emulates the remote lpd protocol so that they appear as remote hosts with an attached printer. If you are setting up a remote printer from a remote system, list the local system (the client) in the hosts.lpd file or hosts.equiv file of the remote system (the host).
HP-UX
To configure a remote printer into your printer spooler, you must be able to access the system with the printer via a LAN. The process of adding a remote printer is similar to that of adding a local printer, though you will need to supply SAM with some slightly different information. Remote printers cannot be members of a printer class.
Using SAM to Add a Remote Printer
Follow these steps:
1. Ensure that the remote printer is installed and operational on the remote host system.
2. Collect the following information:
• What is the name the printer will use?
Printer names can be up to fourteen alphanumeric characters in length; the alphabetic characters
may be in either upper or lower case and the underscore (_) is also allowed.
• What is the name of the remote system for this printer?
• Is the remote system a Berkeley Software Distribution (BSD) UNIX system?
BSD systems do not understand certain options that are given transparently. They disable the lp -oparm options and do not understand the lpadmin -o option.
• What is the print request priority for this printer?
The default is 0.
• (Optional) What is the “cancel” model on the remote system?
• (Optional) What is the “status” model on the remote system?
• Will you allow anyone to cancel print requests?
• Will this printer be the system’s default printer?
3. Invoke SAM on the local system.
4. Double-click the Printers and Plotters icon.The Printers and Plotters window opens.
5. Double-click the LP Spooler icon. The LP Spooler window opens.
6. Double-click the Printers and Plotters icon. The Printers and Plotters dialog box opens.
7. Select Action->Add Remote Printer/Plotter.The Add Remote Printer/Plotter dialog box opens.
8. Enter the name you want to call this printer.
9. Enter the name of the system to which the printer is attached.
10. Enter the name of the printer as it is known to the remote system.
11. Designate with a check in the check box if the remote system is a BSD system, for example, a Tru64 UNIX system.
12. Enter the Remote Cancel model, if appropriate.
13. Choose the Remote Status Model, if appropriate.
14. Choose the Default Request Priority.
15. Designate with a check in the check box if anyone can cancel a print request to this remote printer.
16. Designate with a check in the check box if this printer is the default printer for the local system.
17. Select OK.
18. A dialog box appears with troubleshooting information in the event the remote printer does not process
print requests.
19. Select OK.
20. The remote printer is listed in the Printers and Plotters dialog box.
Commands
Alternatively, you can choose to add a remote printer by entering administrative commands on the command
line. Here are the steps to do so:
1. Ensure that the remote printer is installed and operational on the remote host system.
2. Either log in as root or use the su command to switch to super user on the local system.
3. Stop the printer spooler with the lpshut command.
4. Add the printer to the printer spooler with the lpadmin command. Be sure to use the -ob3 option if the remote host is a BSD system. See the lpadmin(1M) man page for additional information.
5. Use the accept command to allow print requests to be accepted for the new printer:
6. Use the enable command to enable the new printer to process print requests:
7. Restart the printer spooler with the lpsched command.

Adding a Networked (TCP/IP) Printer
A network-based printer is connected directly to the LAN and is not physically connected to any system. Network printers do not use device special files.
HP-UX
You can use SAM to add a network-based printer that uses the HP JetDirect Network Interface. But, the HP JetDirect software must be installed on your system first, and you must be prepared to provide SAM with the printer’s node name (the name associated with an Internet address) and the local name the printer spooler will use to refer to the printer. With HP JetDirect, printers can connect directly to the network. The printer uses a LAN connection, and the HP JetDirect software transmits print requests. 
To add a network-based printer or plotter using SAM:
1. Ensure the network-based printer is properly connected to the network according to its installation instructions or the installation instructions for its network interface card.
2. Collect the following information:
• What is the name of the printer, used locally?
• What is the printer’s node name?
• What is the model or interface the printer will use?
• What is the link-level address of the network card installed in the printer?
• What is the Internet Protocol (IP) address for the printer?
• What is the printer’s priority?
• To which class will the printer be added?
• Should this printer be the system’s default printer?
3. Invoke SAM on the local system.
4. Double-click the Printers and Plotters icon.The Printers and Plotters window opens.
5. Double-click the LP Spooler icon.The LP Spooler window opens.
6. Double-click the Printers and Plotters icon.
The Printers and Plotters dialog box opens.
7. Select Actions->Add Network-Based printer->Add Printer/Plotter Connected to HP JetDirect.
The Add Network-Based printer dialog box opens.
8. Complete the fields in the dialog box fields and turn on and off check box values, as needed.
9. Select OK.
If you do not use SAM, follow the instructions shipped with either your printer or the network interface card for the printer.

Controlling Printer Operations
If you have superuser capabilities, you can control the flow of print requests to the queues of named printers or printer classes. You can issue commands for each printer or multiple printers.
Controlling the Flow of Print Requests
HP-UX operating system allow you to manipulate the order of the print requests.
You can use either SAM or the HP-UX commands to manipulate the flow of print requests.
1. Log in as root or use the su command to switch to superuser.
2. Invoke SAM.
3. Select the Printers and Plotters icon.
The Printers and Plotters window opens.
4. Select the LP Spooler icon.
The LP Spooler window opens.
5. Select the Printers and Plotters icon.
The Printers and Plotters dialog box opens.
6. Select the printer that you want to accept lp requests.
You can use the Shift key to select multiple printers.
7. Select Action->Accept
SAM updates the printer information in the Printers and Plotters dialog box. The Action menu item now
reads Reject.
8. Select File->Exit.
The HP-UX accept command allows print requests to be sent to a printer or to a printer class. Consider the
example:
# accept hplaserjet1
You can use specify multiple printers on the same command line, for example:
# accept hplaserjet1 hplaserjet2 hplaserjet3
Use the reject command to temporarily prevent print requests from being sent to a printer or printer class. For example, to reject the lj class, enter:
# reject laserjet5 If the reject command is executed on a printer class, but not on members of the class, users can still specify a specific printer (not the class) in subsequent print requests until an accept command on the class is reissued. If, however, you execute reject for all individual printers in a class, but not for the class itself, the print requests will remain in the class request directory until at least one of the printers in the class is  permitted to process print requests upon receiving the accept command.

Assigning the Printer Priorities
The HP-UX operating system allows you assign priorities to printers. Under HP-UX, each printer has two priority attributes:
Under HP-UX, each printer has two priority attributes:
Fence priority Only a print request with a priority equal to or greater than the printer’s fence priority are printed. This enables you to restrict print requests on certain printers; for example, you could set the fence priority higher on a printer that processes high-quality color slides. Request priority This priority is the printer’s default request priority, which is either assigned with the –p option of the lp command or is automatically assigned the printer’s default request priority. If multiple print requests are waiting to be printed on a specific printer and all have priorities high enough to print, the printer will print the next print request with the highest priority. If more than one print request has the same priority, those print requests will print in the order they were received by the printer spooler.

Changing the Fence Priority
You can assign the fence priority by using either SAM or HP-UX commands. To use SAM, follow these steps:
1. Log in as root or use the su command to switch to superuser.
2. Invoke SAM.
3. Select the Printers and Plotters icon.
The Printers and Plotters window opens.
4. Select the LP Spooler icon.
The LP Spooler window opens.
5. Select the Printers and Plotters icon.
The Printers and Plotters dialog box opens.
6. Select the printer whose fence priority you want to modify.
You can use the Shift key to select multiple printers.
7. Select Action->Modify Fence Priority...
The Modify Fence Priority dialog box opens.
8. Select a new Fence Priority for the printer.
9. Select OK.
10. Select File->Exit.
You can also use commands to change the fence priority, follow these steps substituting names and values as
applicable:
1. Log in as root or use the su command to become superuser.
2. Stop the printer spooler with the lpshut command.
# lpshut
3. Use the lpfence command to set the printer’s fence priority (use a value from 0 to 7, where 7 is the highest priority). In this example, the printer named primo is assigned the fence value 5:
# lpfence primo 5
4. Restart the printer spooler:
# lpsched
Changing the Default Request Priority
Use the following procedure, which uses commands, to change the default request priority.
1. Log in as root or use the su command to become superuser.
2. Stop the printer spooler:
# lpshut
3. Use the lpadmin command to change the priority, as in this example:
# lpadmin -p hplaserjet1 -g7
NOTE The default request priority is set to 0 if you do not specify the -g7 option.
4. Restart the printer spooler:
# lpsched

Enabling and Disabling a Printer
You can activate (enable) or deactivate (disable) a printer for printing. Under HP-UX, you do not need superuser capabilities for these commands. You can enable or disable individual printers only, but not printer classes. By default, any requests that are interrupted when a printer is disabled are reprinted in their entirety when the printer is re-activated. A printer that has been disabled can still accept new print requests to be printed at a later time unless it has been prevented from doing so by the reject command.
NOTE Under HP-UX, when you use SAM to enable or disable a printer, SAM performs both the accept/reject operation and the enable/disable operation. If you wish to disable a printer but still accept requests for that printer (letting them accumulate in the request directory for the printer), you must use the HP-UX commands to disable the printer.

Enabling a Printer
To enable a printer using SAM:
1. Invoke SAM as superuser.
2. Double-click the Printers and Plotters icon.
The Printers and Plotters window opens.
3. Double-click the LP Spooler icon.
The LP Spooler window opens.
4. Double-click the Printers and Plotters icon.
The Printers and Plotters dialog box opens.
5. Select the printer you want to enable.
You can use the Shift key to select multiple printers.
6. Select Action->Enable.
You may use the enable command instead to activate a single printer as shown in the first command line or
multiple printers as shown in the second command line.
# enable hplaser1
# enable hplaser2 hplaser3 hplaser4

Enabling a Printer
To disable a printer using SAM:
1. Invoke SAM as superuser.
2. Double-click the Printers and Plotters icon.
The Printers and Plotters window opens.
3. Double-click the LP Spooler icon.
The LP Spooler window opens.
4. Double-click the Printers and Plotters icon.
The Printers and Plotters dialog box opens.
5. Select the printer you want to disable.
You can use the Shift key to select multiple printers.
6. Select Action->Disable.
You may use the disable command instead to deactivate a single printer as shown in the first command line or
multiple printers as shown in the second command line.
# disable hplaser1
# disable hplaser2 hplaser3 hplaser4

Starting and Stopping the Print Spooler
The Print Spooler must be stopped whenever the spooling system needs modification, such as, when adding or removing a printer. Also, the spooler must be restarted after the modification has been made.
Starting the Print Spooler
If you use HP-UX commands to stop the printer spooler, follow these steps:
HP-UX
You can use either SAM or HP-UX commands to stop or start the Print Spooler.
To start the Print Spooler through SAM:
1. Invoke SAM as super-user.
2. Double-click the Printers and Plotters icon.
The Printers and Plotters window opens.
3. Double-click the LP Spooler icon.
The LP Spooler window opens.
4. Double-click the Printers and Plotters icon.
The Printers and Plotters dialog box opens.
5. Select Action->Start Print Spooler
SAM updates the printer information in the Printers and Plotters dialog box. The Action menu item now reads Reject.
6. Select File->Exit.
You can also use the lpsched command to start the printer spooler.

Stopping and Restarting the Print Spooler in HP-UX
Typically, the printer spooler is started during the boot process. (To change the boot-up procedure by not starting the scheduler, edit the file /etc/rc.config.d/lp and set the shell environment variable lp to 0).
1. Invoke SAM.
2. Double-click the Printers and Plotters icon.
The Printers and Plotters window opens.
3. Double-click the LP Spooler icon.
The LP Spooler window opens.
4. Double-click the Printers and Plotters icon.
The Printers and Plotters dialog box opens.
5. Select the printer that you want to accept lp requests.
You can use the Shift key to select multiple printers.
6. Select Action->Stop Print Spooler
7. Select Action->Start Print Spooler
8. Select File->Exit.
You can also use HP-UX commands to stop and restart the print spooler:
1. Log in as root or use the su command to become superuser.
2. Use the lpstat command to check for any requests being printed or being sent to a remote printer. You
have the option of waiting until the print requests are finished or cancelling print requests before
stopping the print spooler; ideally, waiting for them to finish is the better option.
# lpstat -o -i
The -i option ensures that lpstat only shows local requests by inhibiting the reports of remote requests.
3. Use the lpshut command to stop the printer spooler. When lpshut is executed, all requests will be stopped, but will remain in the print queues.
# lpshut
Using lpshut ensures that the print requests are stopped but remain in the print queues.
4. Use the lpsched command to restart the printer spooler.
# lpsched
When the spooler restarts, the requests in the print queue are reprinted, regardless how much of the request was printed before the print spooler was stopped.

Removing a Printer from the Printer Spooler
You may have the need to remove the printer from its associated printer spooler. This section describes how to do so under HP-UX operating system HP-UX
You can use SAM or HP-UX commands to remove a printer from the printer spooler. SAM asks for confirmation before removing the printer. If there are print jobs in the printer.s queue, or if the printer is the system default destination, SAM’s confirmation message will include that information. If you choose to remove a printer that has jobs in its queue, SAM cancels those jobs.
1. Log in as root or use the su command to become superuser.
2. Invoke SAM.
3. Use the wall command to notify users that you are removing the printer from the system.
4. Select the Printers and Plotters icon.
The Printers and Plotters window opens.
5. Select the LP Spooler icon.
The LP Spooler window opens.
6. Select the Printers and Plotters icon.
The Printers and Plotters dialog box opens.
7. Select the printer that you want to remove.
You can use the Shift key to select multiple printers.
8. Select Action->Remove...
A confirmation dialog box appears.
9. Select File->Exit.
If you use HP-UX commands, follow these steps:
1. Log in as root or use the su command to become superuser.
2. Use the wall command to notify users that you are removing the printer from the system.
3. Remove the printer from the configuration file of any software application that can access the printer;
refer to the documentation accompanying the software application for instructions.
4. Shut down the printer spooler:
# lpshut
5. Ensure that no new jobs appear on the queue before you can remove the printer by using the reject
command with an optional message.
# reject -r”Use alternate printer” printer1
6. Determine if there are any jobs in the printer’s queue.
# lpstat -o printer1
7. Disable the printer:
• Use the following command to cancel all print requests for the printer:
# disable -c printer1
• Use the following command to shut down the printer in an orderly manner:
# disable
• Use the following command if you do not want to wait for jobs in the printer’s queue before removing
the printer:
# disable -r”Printer printer1 is disabled” printer1
8. Use the lpmove command to move any pending print jobs in the printer’s queue by moving them from the
printer’s request directory to another printer request directory.
# lpmove printer1 printer2
9. Use the lpadmin command to remove the printer from the printer spooler:
# lpadmin -xprinter1
10. Restart the printer spooler with the lpsched command:
# lpsched

Managing Printers through Printer Classes
Printer classes applies only to HP-UX. You can make efficient use of multiple printers by creating a printer class. A printer class is a name you use to refer to a group of printers. Print requests can then be spooled to a single print queue and printed by the first available printer in the class. This procedure reduces or eliminates logjams on individual printers.
NOTE Remote printers cannot belong to a printer class.
Creating a Printer Class
You can use SAM to add a printer to a printer class when the printer is being added to the spooler; otherwise, you must use HP-UX commands.
To use HP-UX commands, follow these steps after several printers have been added to the printer spooler. In this example, there are three printers hpljet1, hpljet2, and hpljet3 that make up the printer class named laser.
1. Log in as root or use the su command to become superuser.
2. Use the lpshut command to stop the printer spooler:
# lpshut
3. Use the lpadmin command to create a printer class and simultaneously adding the first printer to it. Only
one printer can be added to a printer class at a time.
# lpadmin -phpljet1 -claser
4. Use the lpadmin command to add the remaining printers to the printer class:
# lpadmin -phpljet2 -claser
# lpadmin -phpljet3 -claser
5. Use the accept command to allow print requests for the printer class.
# accept laser
6. Restart the printer spooler:
# lpsched

Removing a Printer from a Printer Class
SAM does not provide a way to remove a printer from a printer class. Use HP-UX commands instead.
1. Log in as root or use the su command to become superuser.
2. Use the lpshut command to stop the printer spooler:
# lpshut
3. Use the lpadmin command to remove the printer from the class.
# lpadmin -phpljet3 -rclass
4. Restart the printer spooler.
# lpsched
Removing a Printer Class

SAM does not provide a way to remove a printer class. Use the HP-UX commands instead.
NOTE When you remove a printer class, the printers in the class are not removed; you can still use them as individual printers.
However, removing the last remaining printer in a printer class removes the printer class
automatically.
1. Log in as root or use the su command to become superuser.
2. Use the lpshut command to stop the printer spooler:
# lpshut
3. Use the reject command to deny any further print requests for the printer.
# reject -r”Use alternate printer” hpljet3
4. Determine if there are any jobs in the printer’s queue.
# lpstat -o hpljet3
5. Use the lpmove command to move all pending print requests from the printer class’s request directory to
another printer or printer class.
#lpmove laser printer1
6. Use the -x option of the lpadmin command to remove the printer class.
# lpadmin -xlaser
7. Restart the printer spooler:
# lpsched
                          
                                       10 Process Management

The System Administrator uses various facilities to control processes. HP-UX provide
commands and utilities to expedite process management.
Assigning Priorities
The following section describes how HP-UX assign time-share and real-time priorities to
their processes.
Time-Share Priorities
HP-UX use the nice command, as well as the renice command and the getpriority and setpriority system calls, to change the time-share priority of a process on the system.
Under HP-UX, the renice command (/usr/sbin/renice) allows you to alter the priority of running processes. Running processes can also be altered from the Process Management area of SAM. Under HP-UX operating systems, the renice command has the following syntax:
# renice -n priority_change PID
Note that both Korn and C shells handle nice slightly differently. ksh automatically lowers priority of background processes by four; this behavior can be modified using the bgnice argument. If you specify nice from ksh, it executes /usr/bin/nice and lowers priority by ten. If you specify nice from csh, it executes its built-in command and lowers priority by four; however, if you specify /usr/bin/nice, csh lowers priority by ten.
nice Values
HP-UX nice values run from 0 to 39 with a default of 20. The lowest priority is 39; the highest priority is 0.
Real-Time Priorities
Differences occur when you move into the real-time environment.
The HP-UX kernel can alter the priority of time-share priorities (128-255) but not real-time priorities (0-127). Also, under HP-UX the rtprio command is used to set the priority of a process to realtime status. For
example:
# rtprio 100 a.out
sets the realtime priority of the process a.out to 100. This value may be set from 0 (highest) to 127 (lowest).Since all realtime processes take precedence over non-realtime processes, use care when changing a process to realtime status.Under HP-UX, all POSIX real-time priority processes are of greater scheduling importance than processes with HP-UX real-time or HP-UX timeshare priority. All HP-UX real-time priority processes are of greater
scheduling importance than HP-UX timeshare priority processes, but are of lesser mportance than POSIX real-time processes. Neither POSIX nor HP-UX real-time processes are subject to degradation. POSIX real-time processes may be scheduled with one of three different POSIX real-time schedulers: SCHED_FIFO, SCHED_RR, or SCHED_RR2. The four categories of priority, from highest to lowest, are listed below:
1. POSIX standard priority (tunable parameter): The highest priorities, known as RTSCHED priorities.RTSCHED processes have a range of priorities separate from other HP-UX priorities. The number of RTSCHED priorities is a user tunable parameter (rtsched_numpri), set between 32 and 512 (default 32).
2. Real-time priority (0-127): Reserved for SCHED_RTPRIO processes started with rtprio() system calls.
3. System priority (128-177): Used by system processes.
4. User priority (178-255): Assigned to user processes.
Signals
The following table lists the signals for HP-UX operating systems. The signal numbers
printed in bold indicate a difference.
Table 10-1 Signals
Signal
Number
Tru64
UNIX HP-UX Signal
Number
Tru64
UNIX HP-UX
1 HUP HUP 25 XFSZ TSTP
2 INT INT 26 VTALRM CONT
3 QUIT QUIT 27 PROF TTIN
4 ILL ILL 28 WINCH TTOU
5 TRAP TRAP 29 PWR URG
6 LOST IOT 30 USR1 LOST
7 EMT EMT 31 USR2 RESERVED
8 FPE FPE 32 RESV DIL
9 KILL KILL 33 RTMIN XCPU
10 BUS BUS 34 RTMIN+1 XFSZ
11 SEGV SEGV 35 RTMIN+2 bad trap
12 SYS SYS 36 RTMIN+3 bad trap
13 PIPE PIPE 37 RTMIN+4 RTMIN
14 ALRM ALRM 38 RTMIN+5 RTMIN+1
15 TERM TERM 39 RTMIN+6 RTMIN+2
16 URG USR1 40 RTMIN+7 RTMIN+3
17 STOP USR2 41 RTMAX-7 RTMAX-3
18 TSTP CHLD 42 RTMAX-6 RTMAX-2
19 CONT PWR 43 RTMAX-5 RTMAX-1
20 CHLD VTALRM 44 RTMAX-4 RTMAX
21 TTIN PROF 45 RTMAX-3
22 TTOU POLL 46 RTMAX-2
23 POLL WINCH 47 RTMAX-1
24 XCPU STOP 48 RTMAX

Killing Processes
Although killing processes usually involves sending the KILL signal with the kill command; the system administrator can send any signal to the process. The kill command (and to a lesser extent, the killall command) is the vehicle for sending a signal to a process. The signals are listed in “Signals” on page 229.The kill and killall commands were discussed in  Process Management Commands and Utilities.

Job Control
Job control provides users with greater flexibility in managing and controlling jobs. For example, you can: • suspend a foreground job temporarily by pressing CTRL-Z (A user can customize this keystroke with the stty command).
• restore a background job to the foreground, using the fg built-in shell command.
• put a foreground job into the background, using the bg built-in shell command.
HP-UX support job control for the POSIX, Korn, and C shells.

The cron Facility
The cron facility enables the system administrator as well as system users the ability to schedule jobs,whether on a one-time basis (using the at command) or a scheduled basis (using the crontab command). As system administrator, you have the capability to extend or deny the use of this facility to users.
The crontab files are found in /vary/spool/cron/crontabs in both HP-UX You should not
edit these files directly; use the crontab command instead.
The one-line entries in the crontab files are :
• Minute (0-59)
• Hour (0-23)
• Day of the month (1-31)
• Month of the year (1-12)
• Day of the week (0-6, meaning Sunday to Saturday)
• Command to be executed.
HP-UX support the -e option to the crontab command, as well as a graphical user
interface for adding, modifying, and removing cron jobs.
Process Management Commands and Utilities

The fuser command 
The fuser command lists the process identifiers (PIDs) of those processes that have one or more specified files or file structures open There are subtle differences in the command output. See the appropriate reference page for more information.

The iostat command 
The iostat command reports the following Input/Output statistics:
• the number of characters read and written per second for terminals (collectively)
• the number of transfers per second for each disk
• the number of kilobytes transferred per second for each disk
• the percentage of time the system spent
— in user mode,
— in user mode running low priority (nice) processes,
— in system mode, and
— idling.

The nice command 
The nice command lets you run a specified command at a lower (time-share) priority. The C Shell has a built-in version of this command.

The kill command 
The kill command sends a signal to one or more running processes; the default is to send the SIGTERM signal (signal number 15), which usually terminates processes that do not ignore or catch the signal. The HP-UX version of this command was updated so that -s precedes the signal name or signal number.

The killall command 
The killall command sends a KILL signal to all processes started by the user, except the calling process. The default is to terminate those processes. When started by the superuser, the killall command kills all processes that can be terminated, except those processes that started it, the kernel processes, and processes 0 and 1 (init).This command also may be used to send another, specified signal to the processes.

The ps command 
The ps command displays the current statistics for running processes, and reports CPU usage, the processor and processor set, and the scheduling priority. This command provides a snapshot of the system at the time the ps command is executed.
HP-UX does not support BSD UNIX style.
Common use of the ps command is ps -elf on HP-UX 

The renice command 
The renice command alters the scheduling priority of one or more running processes.

The sar command 
The sar command reports the following:
• cumulative system activity, including CPU utilization,
• buffer activity,
• the transfer of data to and from devices,
• terminal activity,
• the number of specific system calls used,
• the amount of swapping and switching activity,
• the amount of switching activity,
• queue lengths, and

The top command 
The top command provides continuous reports on the state of the system, including a list of the processes using the most CPU resources. The top command samples the system and continually updates its display; by contrast, the ps command provides a snapshot of the system. The top command is standard on the HP-UX operating system; it is available on the Tru64 UNIX Freeware CD-ROM. See ftp://eecs.nwu.edu/pub/top for information.

The vmstat command 
Displays information about process threads, virtual memory usage (page lists, page faults, page ins, and page outs), interrupts, and CPU usage (percentages of user, system, and idle times). First reported are the statistics since boot time; subsequent reports are the statistics since a specified interval of time.

SAM (HP-UX)
The HP-UX System Administration Manager provides a facility for managing processes. Selecting the Process Management icon in the main window opens the Process Management window, which allows you to view and modify processes and to schedule cron jobs.

Process Control
Selecting Process Control opens the Process Control dialog box, which lists the processes currently running. You can select a process and initiate one of these Actions on it:
Safe Kill Kills the specified process with the kill command. Forced (Unsafe) Kill
Kills the specified process with the kill -9 command. Modify Nice Priority Allows you to modify the Nice value of the process.
Scheduled Cron Jobs
Selecting the Scheduled Cron Jobs icon in the Process Management window opens the Scheduled Cron Jobs dialog box, which allows you to add, modify, or remove a cron job.
To add a cron job, select Actions->Add and your choice of Hourly, Daily, Weekly, Monthly, or Any Time to open the appropriate dialog box. 
To modify a cron job, select the corresponding entry in the Scheduled Cron Jobs dialog box and select
Actions->Modify. SAM opens another dialog box so that you can change the parameters for the cron job.
To remove a cron job, select the corresponding entry in the Scheduled Cron Jobs dialog box and select
Actions->Remove.
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The HP-UX offer Industry-Standard UNIX security; there are also extensions of the operating systems that provide additional security features equivalent to a C2-level Trusted
Computing Base. 

Compliance
This basic standard includes support for username logins, superuser (root) and user separation, basic file ownership, User IDs and Group IDs for user and group identification,
eight character passwords, and so on. For information on these topics, see Chapter 15, User and Group Account Administration. An optional extension of the HP-UX operating system, the Trusted HP-UX operating system, provides the features necessary to comply with the United States Department of Defense Trusted Computer System Evaluation Criteria, (DOD-5200.28-STD) (known as the Orange Book). Trusted HP-UX is also referred to as HP-UX in Trusted Mode.The HP-UX operating system, HP-UX BLS (B Level Security), was rewritten to meet the Department of Defense Trusted Computer System Evaluation Criteria for a B1 class rating. HP-UX BLS is designed to be compatible with the System V Interface Definition 2 and IEEE POSIX 1003.1 and 1003.2 standards. HP-UX BLS also includes important features from Berkeley Software Distribution 4.3. You can find more
information on this product on the following URL:
http://www.radium.ncsc.mil/tpep/epl/entries/CSC-EPL-93-008-A.html.
Trusted HP-UX ITSEC E3/C3 CC CAPP EAL4

Identification and Authentication
The HP-UX operating system capable of an extensive number of user accounts. HP-UX can handle 60,000 User IDs (UIDs) This enforces the need for identification of these users and authenticating their privilege to access the system. Furthermore, the HP-UX operating systems allow only authenticated, authorized users to access the system in single-user mode. The following sections explore some of the standard and optional security methods available in this operating system

System Boot Authentication
The Trusted HP-UX operating system, allow only authenticated and authorized administrators to access the system in single user mode by restricting access in single-user mode to those users with the root password. This password is stored in a separate location from the /etc/passwd file.
Limited Superuser Access
Hpux provide for limited superuser access so that designated users can fulfill
administrative tasks without the superuser password. HP-UX uses Restricted SAM 
Restricted SAM
Under HP-UX and Trusted HP-UX, the system administrator can grant limited superuser access to specific users or groups with Restricted SAM.The system administrator invokes the Restricted SAM Builder to specify the user or group and to enable and disable selected SAM areas. For example, a user may be allowed to run backups, but restricted from changing
kernel configuration parameters. SAM creates a file, named etc/sam/custom/login_name.cf, for each user granted restricted access; this file defines that user's SAM privileges. SAM uses this file to give users access to the specified allowed areas. When a user who has restricted access executes SAM, he or she has superuser privileges only in the areas the
system administrator defined; that user sees only the allowed SAM areas in the menu. Areas that do not require superuser status (such as SD) also appear; when executed, they will do so using the user's ID. All other areas of SAM will be hidden from that user.
When users without special access to SAM try to run SAM, they receive a message that they must be superuser to execute SAM. When running restricted versions of SAM, there are no shell escapes on terminals and the list menu is disabled. This prevents users from getting superuser access to restricted areas of SAM. The system administrator can also add applications to SAM and set them up for restricted access.

Authentication Mechanisms
Hpux  operating systems provide for strong authentication beyond passwords by providing a framework for authentication mechanisms. HP-UX uses Pluggable Authentication Modules (PAM) to give system administrators the flexibility of choosing any authentication service available on the system to perform authentication. The framework interface is implemented by the library /usr/lib/libpam.1 and new authentication service modules can beplugged in and made available without modifying the applications. The authentication services are
implemented by their own loadable modules whose paths are specified through the /etc/pam.conf and /etc/pam_user.conf files. 

Login Controls
The Trusted HP-UX operating system provide login controls, which
limits hours of access, prevent suspicious access during off-hours or from remote locations.
• limit hours of access
• prevent suspicious access during off-hours
• prevent suspicious access from remote locations.

Passwords
HP-UX operating system Enhanced Security operating system offer
the following features:
• Passwords longer than eight characters
• Password complexity checking, which forces users to use unrecognizable strings, making passwords difficult to crack
• Password Reuse Checking, which keeps a history of users’ passwords and forces users to use different passwords each time they are changed
• Password Life Cycle Management, which minimizes the chance that a password could be compromised.

NIS Support
Network Information Service (NIS) is a distributed database system that allows you to maintain central standard UNIX security management for a network of multi vendor UNIX systems. The standard HP-UX operating system provide NIS support. HP-UX also provide support for NIS+. Like NIS, it is a distributed database system that allows you to maintain commonly used configuration information on a master server and propagate the information to all the hosts in your network. NIS+ is described in detail in the HP-UX
Installing and Administering NFS Services manual.

Access Control Lists
Access control lists (ACLs) offer a finer degree of file protection than traditional file access permissions. The delegation of the read, write, and execute access permission is delegated to a group or an individual user; the owner of a file can use ACLs to allow or restrict file access to individual users unrelated to what group the users belong. Only the owner of a file (or the superuser) can create an ACL.Under Trusted HP-UX, ACLs are supported on both Journaled file systems (JFS) and High Performance file systems (HFS), but the commands and some of the semantics differ. On a JFS file system, use setacl(1) to set ACLs and use getacl(1) to view them. On an HFS file system, use chacl to set ACLs and lsacl to view them.

Kerberos Support
Kerberos is a two-way, third party authentication and key distribution system that was developed at the Massachusetts Institute of Technology (MIT). Kerberos V5.0 allows remote users to be authenticated without sending clear text passwords over the network.
Kerberos V5.0 client support provides a set of Kerberos libraries and integrates that support into the network software. This is a separate product under Trusted HP-UX. Tru64 UNIX provides client support for MIT and Windows 2000 Kerberos Domain Controllers. Also, Tru64 UNIX Enhanced Security allows you to create and manage UNIX user information in the Windows 2000 Active Directory. The Kerberos Domain Controller provides services for Kerberos principle store, authentications, and Kerberos Ticket generation. Support for MIT and Windows 2000 Kerberos Domain Controllers is available in a separate product under Trusted HP-UX, but it is not available for Tru64 UNIX.

Directory-based Authentication and Name Resolution
Directory-based authentication and name resolution provides support for allowing user authentication from information stored in a directory service.
The Name Service Switch (NSS) is also available for Trusted HP-UX. It supports the following features:
• /etc/passwd file lookup
• /etc/group file lookup
• NFS automounter lookup
• sendmail alias lookup.

Audit and System Integrity
The following section introduces several intrusion detection systems and a method to protect a system from overflowing a program’s buffer stack.
Audit
Trusted HP-UX provide a host-based audit system, which enables a system to monitor
user actions at a syscall level to establish user accountability. IDS/9000 is a host-based HP-UX security product for HP 9000 series computers that also enables security
administrators to monitor, detect, and respond to attacks targeted at specific hosts pro actively. Also, a network based intrusion detection system is available from a third party, so that you are able to monitor the network for attacks.
Trusted HP-UX, Enhanced Security all provide:
• an audit log
• an audit record display and filter tool.

Buffer Overflow Protection
A common method of breaking into systems is by maliciously overflowing buffers on a program's stack.Malicious unprivileged users often use this method to trick a privileged program into starting a superuser shell for them, or similar unauthorized actions.
Both systems can be configured to execute protect program stacks, providing significant protection from many common buffer overflow attacks. In the vast majority of cases, enabling this feature will not affect compatibility of any legitimate applications.

Network Security
The following sections describe various network security products. 

Network-based Intrusion Detection
Hpux operating systems rely on third party support for the ability to monitor the network for attacks.
Secure Socket Layer
Hpux operating systems use Open SSL as the interface that applications can use to secure TCP socket connections. Usually, this capability is embedded in Web browsers and servers.
Generic Security Service Application Program Interface
The Generic Security Service Application Program Interface (GSS-API) functions enable applications in a distributed network environment to use the following security services on the network: Authentication The application can verify the identity of a user or of a service.
Integrity The application can detect message tampering or corruption when it receives the message. Confidentiality A message can be encrypted to render it unintelligible to eavesdroppers during transmission.
Internet Protocol Security
Internet Protocol Security (IPSec) offers protection against replays, packet tampering, and spoofing; it also keeps others from viewing critical data such as passwords and financial information sent over the Internet.
Secure Shell (SSH)
Secure Shell software is client/server software, available with the Trusted HP-UX operating
, that provides a suite of secure network commands that you can use in addition to or in place of traditional network commands. Trusted HP-UX uses the Open SSH;
The ssh2 command is used in lieu of the rsh, rlogin, and telnet commands. Remote copies are effected with the scp2 command instead of the rcp command. The ftp command is effectively replaced with the sftp2 command.
Security Documentation
The Orange Book specifies that user documentation describes the protection mechanisms provided by the Trusted Computer Base (TCB), and guidelines on their use and interaction.
Also, the documentation must include a Trusted Facility manual for the system administrator to identify the functions and privileges that need to be controlled to run a secure TCB. This includes the procedures for examining and maintaining audit files.
The document for the HP-UX C2 TCB is titled Administering Your HP-UX Trusted System. It is available online from the HP Technical Documentation web site.
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System administrators need to install software to update their systems. This software can be a new version of the operating system or a simple patch. The HP-UX operating systems have evolved their own methods for installing software.
Installing Software
The HP-UX operating systems offer methods for full installation, update installation,
and installation from the factory. These installation methods with their names under both operating system are summarized here: hpux  operating systems allow for software installation from tape, CD-ROM (or DVD), and network download;
the HP-UX documentation refers to the network download as Network Source Depot 
HP-UX works on a “bundle” packaging system, as illustrated in Figure 12-1, “HP-UX Software Packaging
Bundle.”
Type of Installation HP-UX Tru64 UNIX
Pre-installed at the factory Factory-Ignite Factory-installed (FIS)
Installation of a brand new
operating system without regard for
the previous installation.
Cold install Full installation
A type of installation that lets you
replicate the installation from a
model system onto one or more
systems with the same or similar
hardware configuration.
Using a saved configuration Installation Cloning
A nondestructive installation that
updates your system to the next
version of the operating system with
little or no disruption to your
existing system configuration.
Update Update installation
Software Management
Installing Software
Chapter 12 251
Figure 12-1 HP-UX Software Packaging Bundle
As shown in this figure, a software product is organized into various components:
Bundle is the top component in the structure. It encompasses one or more products.
Product is the next level down in the structure. Sophisticated products with many individual files.
Subproduct is the an optional in the structure. They are used to partition the file sets into logical
groupings. There are attributes associated a subproduct, if it exists in the product.
Fileset is the bottom component in the structure. Filesets are the software and control scripts that
make up a software package. This is the software that is actually installed. There are
attributes associated with each fileset.
HP-UX make use of a software distribution depot. or depot, which is a directory that contains software
products that may be installed. Software is copied there, processed, and installed on the local system. The
default directory for a depot is /vary/spool/sw. A depot needs to be registered before it can be used.
The installation of a Tru64 UNIX operating system involves the use of software subsets. You are able to
choose the subsets that are necessary to your system and to omit those that are not. The Tru64 UNIX setld
command enables you to view whether a subset is installed or not, and provides the means for installing it.

Performing an HP-UX Cold Installation
Performing a cold installation on an HP-UX system involves assessing the current state of your system.Information such as the model, operating system environment, system configurations, supported servers, workstations, and storage devices must be evaluated to ensure compatibility. Installing the HP-UX operating system from a Digital Versatile Disc (DVD) requires that you boot from the DVD drive initially, then continue the installation process with the Ignite-UX utility. 
Cold installing from a tape drive is a similar process.
You can also use SD-UX Remote Operations to perform a cold installation onto a target system over the network. In general, the steps are:
1. Start up the SD Job Browser.
2. Specify the targets where you want the software installed. You can use the default local target or specify another target.
3. Provide the location of the software depot from which the software will be installed with the Specify Source dialog.
4. Use the Software Selection Window to select the software to install.
5. Use the Install Preferences dialog box to set preview or scheduling options.
6. Perform the actual software installation.
7. Monitor job progress and results using the Job Browser.
8. Delete the completed jobs using the Job Browser.
NOTE Be sure to read the Before Installing HP-UX booklet and the Release Notes. This documentation provides last minute cold installation information
See the Software Distributor Administration Guide for HP-UX for additional information on SD-UX Remote Operations. Be sure to install critical patches after a cold installation.
When you cold-install HP-UX from the media, a subset of Ignite-UX is used to perform the installation on a single system. Consider updating the Ignite-UX product.

Viewing Installed Software on an HP-UX System
You can use the SAM utility to display the software installed on the local system with the following procedure:
1. Log in as superuser (root).
2. Invoke SAM. The SAM window opens.
3. Select the Software Management icon. The Software Management window opens.
4. Select the View Installed Software icon. The SD - List dialog box opens. The focus of this dialog box is bundles and products. They are listed in rows with columns designating their name, revision, title, size, architecture, and category.
5. Select a bundle (or product) from the list, then select Actions->Open Item. The dialog box closes and opens a dialog box that displays only the software products (or subproducts) for the software selected.
6. Select a product (or subproduct) from the list, then select Actions->Open Item. The dialog box closes and opens a dialog box that displays only the subproducts (or filesets or files) for the software selected. Repeat this step as needed. The final dialog box in the series lists the files in rows and names the file path name, file type, size, mode, owner, and group.
7. Select File->Exit to exit the application. The swlist -i command also invokes the same application that SAM uses.

Software Patches
A patch is a collection of files that contain fixes to problems that are discovered during the life-cycle of a software version. Software patches are distributed to service subscribers and over the web.HP-UX use different utilities to install a software patch.

Installing HP-UX Patches
Critical and general-release patches are delivered periodically to subscribers of HP-UX Support Plus service to keep their operating system and HP-UX applications up-to-date. Support Plus bundles are available quarterly via CD and the Web. For more details and to download recent bundles, use the Support Plus web site: http://software.hp.com/SUPPORT_PLUS/
You can have the HP Custom Patch Manager identify and download all needed patches for your system if you have a current support contract; otherwise there is a fee for each use. The web site for the HP Custom Patch Manager is http://itrc.hp.com/wps/bin/doc.pl/sid=00f2dea61cb1fc364e
HP-UX patches are also available from the patch database at the HP IT Resource Center web site: http://itrc.hp.com
Follow these general steps for installing a patch:
1. Back up your system.
2. Acquire the patch.You are required to log in the web site with a password and fill out a registration form if you acquire the patch over the Web.
3. Log in as superuser (root).
4. Copy the patch to a temporary directory.
5. Change your working directory to that temporary directory.
6. Extract the patch using the sh command.
7. Run swinstall to install the patch.
8. Reboot your system.

Software Licensing
The HP-UX operating system does not require a software license, but some application software products may require a software license. This is effected through the use of a license password.

Commands and Utilities
The following commands and utilities are used to install software on HP-UX 

Ignite-UX 
Ignite-UX is an HP-UX administration toolset that helps you:
• Install HP-UX on multiple systems in your network,
• Create custom install configurations,
• Recover HP-UX systems remotely, and
• Monitor system-installation status.

SAM 
The SAM Utility enables you to perform a number of software management tasks. From its Software Management window, you can select icons for the following functions:
• Copy Software to Depot
• Install Software to Local Host
• Remove Software Depot
• Remove Local Host Software
• View Depot Software
• View Installed Software

SD-UX (HP-UX)
Software Distributor for HP-UX (SD-UX) provides you with a powerful set of tools for centralized HP-UX software management. When connected by a LAN or WAN, each computer running SD-UX can act as a server, allowing its resources to be managed or accessed by other machines, or as a client, managing or using the resources of other machines. Software Distributor commands are included with the HP-UX operating system and, by default, manage software on a local host only. You can also enable remote operations, which let you install and manage software simultaneously on multiple remote hosts connected to a central controller.

The swacl command 
The swacl command displays or modifies the Access Control Lists (ACLs). These ACLs protect the specified target selections (hosts, software depots or root file systems) and the specified software selections on each of the specified target selections (software depots only). All root file systems, software depots, and products in software depots are protected by ACLs. The SD commands permit or prevent specific operations based on whether the ACLs on these objects permit the operation. The swacl command is used to view, edit, and manage these ACLs. The ACL must exist and the user must have the appropriate permission (granted by the ACL itself) in order to modify it. ACLs offer a greater degree of selectivity than standard file permissions. ACLs allow an object's owner (i.e. the user who created the object) or the local superuser to define specific read, write, or modify permissions to
a specific list of users, groups, or combinations there of. Some operations allowed by ACLs are run as local superuser. Because files are loaded and scripts are run as superuser, granting a user write permission on a root file system or insert permission on a host effectively gives that user superuser privileges.

The swagent command and the swagentd daemon (HP-UX)
The roles of UNIX target and source systems require two processes known as the daemon and agent. For most purposes, the distinction between these two processes is invisible to the user and they can be viewed as a single process. Each SD command interacts with the daemon and agent to perform its requested tasks.The swagentd daemon process must be scheduled before a UNIX system is available as a target or source system. This can be done either manually or in the system start-up script. The swagent agent process is executed by swagentd to perform specific software management tasks. The swagent agent is never invoked by the user.

The swconfig command 
The swconfig command configures, deconfigures, or reconfigures installed software products for execution on the specified targets. The swconfig command transitions software between INSTALLED and CONFIGURED states. Although software is automatically configured as part of the swinstall command and deconfigured as part of the swremove command, swconfig lets you configure or deconfigure software independently when the need arises. Configuration primarily involves the execution of vendor-supplied configure scripts. These scripts perform configuration tasks which enable the use of the software on the target hosts. A vendor can also supply deconfigure scripts to undo the configuration performed by the configure script.

The swcopy command 
The swcopy command copies or merges software selections from a software source to one or more software depot target selections. These depots can then be accessed as a software source by the swinstall command.

The swinstall command 
The swinstall command installs the software selections from a software source to either the local host or, in the case of the HP OpenView Software Distributor product, to one or more target selections (root file systems). By default, the software is configured for use on the target after it is installed. (The software is not configured when installed into an alternate root directory.)

The swlist command 
The swlist command displays information about software products installed at or available from the specified target selections, that is, depots. It supports these features:
• Specify bundles, products, subproducts, and/or filesets to list.
• Display the files contained in each fileset.
• Display a table of contents from a software source.
• Specify the attributes to display for each software object.
• Display all attributes for bundles, products, subproducts, filesets and/or files.
• Display the full software specification to be used with software selections.
• Display the readme file for products.
• Display the depots on a specified host.
• Create a list of products, subproducts, and/or filesets to use as input to the other   commands.
• List the categories of available or applied patches.
• List applied patches and their state (applied or committed).

The swreg command 
The swreg command controls the visibility of depots and roots to users who are performing software management tasks. It must be used to register depots created by swpackage.
By default, the swcopy command registers newly created depots. By default, the swinstall command registers newly created alternate roots (the root directory, /, is not automatically registered). The swremove command unregisters a depot, or root, when or if the depot is empty. The user invokes swreg to explicitly (un)register a depot when the automatic behaviors of swcopy, swinstall, swpackage, and swremove do not suffice. For example:
• Making a CD-ROM or other removable media available as a registered depot.
• Registering a depot created directly by swpackage.
• Unregistering a depot without removing it with swremove.

The swremove command 
The swremove command removes software selections from target selections (for example, root file systems). When removing installed software, swremove also unconfigures the software before it is removed. The software is not unconfigured when removed from an alternate root directory because it was not configured during installation. When removing available software (within a depot), swremove also does not perform the deconfiguration task. NOTE Selecting a bundle for removal does not always remove all filesets in that bundle. If a particular fileset is required by another bundle, that fileset will not be removed. This prevents the removal of one bundle from inadvertently causing the removal of filesets needed by another bundle.

The swverify command 
The swverify command verifies the software selections at one or more target selections (for example, root file systems). When verifying installed software, swverify checks software states, dependency relationships, file existence and integrity, in addition to executing vendor-supplied verification scripts. The swverify command also verifies software selections at one or more target depots. For target depots, swverify performs all the checks, but does not execute verification scripts. NOTE The swverify command does not support operations on a tape depot. The swverify command also supports these features:
• Verifies whether installed or configured software is compatible with the hosts on which that software is installed.
• Verifies that all dependencies (prerequisites, corequisites, exrequisites) are being met (for installed software) or can be met (for available software).
• Executes vendor-specific verify scripts that check if the software products is correctly configured
• Executes vendor-specific fix scripts that correct and report specific problems.
• Reports missing files, check all file attributes (ignoring volatile files). These attributes include permissions, file types, size, checksum, mtime, link source and major/minor attributes.
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This chapter describes and compares the file system types available on the HP-UX 
This chapter also describes the operations on those file systems as well as commands,
utilities, and available storage management tools.

File System Types
Both operating systems incorporate various file system types, some of which are specific to a given device type. The following sections describe these device types.
Table 13-1, “File Systems for HP-UX and Tru64 UNIX,” summarizes the major file system types offered by the HP-UX and Tru64 UNIX operating systems.
Traditional File Systems
The traditional file system on HP-UX is the High Performance File System (HFS). On Tru64 UNIX it is the
UNIX File System (UFS). The (command-line) commands for creating and maintaining the traditional file
system are very similar.
Traditional file systems present a one-to-one correspondence between the physical storage and the directory
hierarchy. One disk (or disk partition, on Tru64 UNIX) can support one and only one file system structure. If
the disk fails or is removed (unmounted), you lose access to the entire file system. If the file system fills up,
you must either move files to a different file system (which changes their pathnames) or enlarge the
underlying storage device, if possible.
NOTE On HP-UX, the file system type for the boot directory (/stand) must be HFS.
On a standalone Tru64 UNIX system, the file system type for the boot directory (/vmunix) can
be either UFS or AdvFS.
Table 13-1 File Systems for HP-UX and Tru64 UNIX
File System Type HP-UX Tru64 UNIX
Traditional UNIX File System
(Disks)
High Performance File System
(HFS)
Represents the HP-UX standard
implementation of the UNIX file
system
UFS - UNIX File System
(Berkeley fast file system)
Log-based or Jounaled File
System (Disks)
Online JFS (VxFS),
JFS (Journaled File System)
AdvFS - Advanced File System
Cluster File System VERITAS CFS Cluster File System (CFS)
Network File System Networked File System (NFS) Networked File System (NFS)
Compact Disc File System Compact Disk File System
(CDFS)
Compact Disc Read Only
Memory File System (CDFS)
Special File System for
remounting directories
Loopback File System (LOFS) File-on-File Mounting File
System (FFM)
With Veritas Volume Manager or Logical Volume Manager on HP-UX, or Logical Storage Manager on Tru64
UNIX, you can break the strict one-to-one relationship by creating disk devices (logical volumes) that the
operating system treats as a single device, but are actually collections of one or more physical disks or disk
partitions. This lets you achieve the same disk spanning as the journaling file systems offer, but you are still
limited to a single device per file system.
Log-Based (Journaled) File Systems
Log-based file systems use journaling or logging to track file system metadata; they have the ability to span multiple devices. Log-based file systems provide greater flexibility than traditional file systems by separating the storage layer from the directory hierarchy layer. This separation lets you dynamically add or remove storage without affecting the file system structure or pathnames, and lets you move files to different storage volumes within the file system without affecting users.They also provide faster file system recovery through the use of intent logs, which record changes to the file system structure (the metadata) before making the actual changes. The changes are performed and committed atomically: that is, either all the changes occur, or none does. The file system is guaranteed not to be left in an indeterminate state after a system crash. The types of file system structure changes recorded in an intent log include (using as an example, writing to a file resulting in the file becoming larger):
• Allocation of additional space for the file
• Updating the extent map
• Increasing the file size
• Updating the file’s last modification time
On HP-UX, there are two log-based file systems:
• Journaling File System (JFS). This is the HP-UX implementation of VxFS, the version from VERITAS Software, Inc.JFS provides a subset of the functionality available in the full VxFS product.
• VERITAS File System (VxFS). This is available through a separate license on HP-UX, and is also called OnlineJFS.

Compact Disc File Systems
The HP-UX operating systems support file systems that allow you to mount compact discs.
The name for the HP-UX compact disc file system is Compact Disk File System (CDFS).

Networked File Systems
Hpux  operating systems permit local access to a file system of any type on another system over a network using Networked File Systems (NFS). 

Loopback or File-on-File File Mounting Systems
Hpux  operating systems provide a mechanism to allow the same file hierarchy to appear in multiple places.This is useful for creating copies of build environments and development environments. The HP-UX operating system uses the Loopback File System (LOFS).

Operations on Traditional File Systems
The traditional file systems on HP-UX operating system support operations for creating, mounting, unmounting, extending, checking, repairing, and tuning file systems.

Creating File Systems
The HP-UX operating systems use the newfs command to create a file system. The
HP-UX newfs command is an implementation of the HP-UX mkfs command.
HP-UX also features a wrapper, newfs_hfs, specifically for the HFS file system.
use the mkdir command to create the mount points for file systems.

Mounting and Unmounting File Systems
Hpux operating systems use the mount and umount commands to mount and unmount file systems respectively. However, they differ on the options that specify the file system type. On HP-UX, the file system type is specified with the -F option. to the mount command specifies the file system type. The HP-UX mount_hfs command is a wrapper to the mount command specifically for an HFS file system.

Extending File Systems
Hpux  operating systems support the extendfs command, which lets you enlarge an unmounted file system; as a result you cannot extend the root file system with this command.The HP-UX operating system also features a wrapper, extendfs_hfs, specifically for the HFS file system.

Checking and Repairing File Systems
HP-UX operating systems feature the fsck and fsdb commands; these commands
check for problems with traditional file systems and fix them.HP-UX also has the fsclean command, which determines whether the file system was shut down cleanly,and therefore whether you need to run fsck on it. You can use the fsclean command to check the validity of disk quota statistics (instead of checking the file system’s shutdown status) and indicate whether you need to run the quotacheck command.

Tuning File Systems
The HP-UX support the tunefs command. -a maxcontig,
-d rotdelay, -e maxbpg, and -m minfree options.
The HP-UX command also provides an option to specify whether or not the file system should use an advanced predictive read-ahead algorithm -r advanced read-ahead. HP-UX features tunefs_hfs, which is a wrapper of this command for the HFS file system.Optionally on HP-UX, you can also use the fsadm command to convert an HFS file system to support large files.

Dumping and Restoring File Systems
You can use the SAM utility to archive file systems on HP-UX.
The dump (and rdump), restore (and rrestore), and dumpfs commands are available on hpux  operating
systems.
The dump/rdump commands on operating systems 
• The same dump levels (0-9)
• The number of blocks per write (both default to 10)
• The default density (1600 BPIs for both)
• The size of the dump tape (2300 feet for both)
• The ability to dump to a file instead of to tape
• The option of informing the operator when the tape needs changing
• The option to write the date at the beginning of the dump file
• The ability to display file systems that need to be dumped based on the dump dates file (/etc/dump dates in HP-UX, /) 
The restore/rrestore commands on operating systems support:
• interactive restorations
• a full restore onto a clear (empty)file system to fully re-create that file system(r on HP-UX 
• specifying a particular tape from which to perform a full restore (R on HP-UX )
• and many other options.
The dumpfs command displays detailed information about the UFS or HFS file system to standard output, including superblock and cylinder group information. You can specify either the file system or the devicespecial file name.

Listing File Names and File System Statistics
The HP-UX operating system provides the ff command, which lists file names and statistics for an HFS file system. This command reads the inode list (i-list) and directories of each special file specified, and displaysthe path name for each saved inode, as well as other requested information, such as files whose inodes have changed or been accessed in a specified number of days.

Displaying Free Space in a File System
Hpux  operating systems include the df command for displaying the amount of free space in a file system. On each version of this command, options are available to display information on all mounted file systems, specific file system types, number of free inodes, and display space in kilobytes. Each version of this command has options that are unique to the operating system. For example, on HP-UX,you can display local file systems only, the number of blocks currently allocated for swapping and those available for swapping, and the file system name. HP-UX features a wrapper of this command for the HFS file system, df_hfs.HP-UX also provides the bdf command, which is the Berkeley version. This command displays the amount of free disk space available either on the specified file system or on the file system in which the specified file is contained. It has an option to display the number of used and free inodes The bdf command might not account for some information in non-HFS file systems.

Copying and Converting File Systems
HP-UX provides two commands that apply specifically to converting the HFS file system.
The dcopy command copies an HFS file system to a new file system using a compression scheme. The convertfs command converts an HFS file system to support long file names (from 14 characters to 255).

Log-Based File Systems
Log-based file systems provide greater flexibility than traditional file systems by separating the storage layer from the directory hierarchy layer. This separation lets you dynamically add or remove storage without affecting the file system structure or pathnames, and lets you move files to different storage volumes with in  the file system without affecting users.
They also provide faster file system recovery through the use of intent logs, which record changes to the file system structure (the metadata) before making the actual changes. The changes are performed and committed atomically: that is, either all the changes occur, or none does. The file system is guaranteed not to be left in an indeterminate state after a system crash. The types of file system structure changes recorded in an intent log include (using as an example, writing to a file resulting in the file becoming larger):
• Allocation of additional space for the file
• Updating the extent map
• Increasing the file size
• Updating the file’s last modification time

On HP-UX, there are two log-based file systems:
Journaling File System (JFS) This is the HP-UX implementation of VxFS from VERITAS Software, Inc. JFS provides a subset of the functionality available in the full VxFS
product. VERITAS File System (VxFS) This file system, which is also called OnlineJFS, is available through a separate license on HP-UX.
Licensing Strategies
On HP-UX, the licensed functionality is called HP OnlineJFS.
The licenses for HPUX  products provide the following additional functionality:
• administration through a GUI
• online file system backup through snapshots (OnlineJFS) 
• file system defragmentation (OnlineJFS)

Operations on Log-Based File Systems
The log-based file systems on HP-UX operating system support operations for
creating, mounting, unmounting, extending, dumping, and restoring file systems.

Creating File Systems
The HP-UX operating systems use the newfs command to create a file system. The
HP-UX newfs command is an implementation of the HP-UX mkfs command.
HP-UX also features a wrapper, newfs_vxfs, specifically for the VxFS file system.
Ux operating systems use the mkdir command to create the mount points for file systems

Mounting and Unmounting File Systems
Hpux operating systems use the mount and umount commands to mount and unmount file systems respectively. The HP-UX operating system also features a wrapper of the mount command for VxFS file systems named mount_vxfs. 

Extending File Systems
The HP-UX recognizes the extendfs command and also provides a wrapper of this command for the VxFS file system named extendfs_vxfs.

Dumping and Restoring File Systems
You can use the SAM utility to archive file systems on HP-UX 
The HP-UX operating system provides the vxdump and vxrestore commands to dump data from and restore it to a VxFS file system.

Listing File Names and File System Statistics
The HP-UX operating system provides the ff command, which lists file names and statistics for a VxFS file system. This command reads the inode list (i-list) and directories of each special file specified, and displays the path name for each saved inode, as well as other requested information, such as files whose inodes have
changed or been accessed in a specified number of days.

Displaying Free Space in a File System
Hpux  operating systems include the df command for displaying the amount of free space in a file system. On each version of this command, options are available to display information on all mounted file systems, specific file system types, number of free inodes, and display space in kilobytes. Each version of this command has options that are unique to the operating system. For example, on HP-UX, you can display local file systems only, the number of blocks currently allocated for swapping and those available for swapping, and the file system name. 
Creating and Partitioning Disks
The HP-UX operating systems create disks differently.
Disks under HP-UX
On HP-UX, you cannot divide a disk into lettered partitions as you can on Tru64 UNIX. Without either the LVM or VxVM software storage manager, you must use the entire disk for your intended purpose. With the software storage manager, you can partition a disk into logical volumes for a file system, swap space, raw data, or a boot area. Use the diskinfo command to read the characteristics of an HP-UX device. If the disk is under LVM control,
use the pvdisplay command to see information about physical volumes (disks) in volume groups. Use the lvcreate command or SAM to “partition” a disk. Use the pvcreate command to label an LVM disk.

Mounting Disks
The HP-UX operating systems allow you to mount disks by using a graphical user interface
as well as by using the mount command.

Using SAM to Mount Disks
Use the following procedure for mounting a disk on an HP-UX system using SAM:
1. Log in as root.
2. Invoke the SAM utility.
3. Select the Disks and File Systems icon.
4. Select the File Systems icon. The File Systems dialog box opens and SAM scans for disks.
5. Select Actions, then select Add Local File System, then select either Using the Logical Volume Manager or Not Using the Logical Volume Manager, as appropriate. The corresponding dialog box opens; in this example, the Not Using the Logical Volume Manager option was used.

Using the mount Command to Mount Disks
HP-UX use the mount command and the /etc/stab file to mount devices and keep
track of them.Both mount commands support similar options for mounting and unmounting, such as:
• All file systems listed in /etc/stab
• By file system type
• As read-only
• Force-mount file systems that were not unmounted cleanly (need fsck run)
• Unmount file systems mounted from a remote host
• Delay (or not) synchronous flushing of buffered metadata to disk

Mounting CD-ROMs
On HP-UX, mounting a CD-ROM involves finding the block device file, creating a mount point, and mounting it with the appropriate options:
# ioscan -funC disk
# mkdir /cdrom
# mount -F cdfs -o cdcase /dev/disk/c1t2do /cdrom
Hpux  operating systems provide several commands for gathering information from and about disks, through general operating system commands and commands specific to the storage management software optionally managing a disk.

HP-UX

· Use the following general operator system commands for disks that are not under LVM or VxVM control: 

	diskinfo to describe the characteristics of a disk device

	df to report the number of free file system disk blocks

	du to summarize disk usage

	quota to display disk usage and limits

	prealloc to preallocate disk storage



· Use the following commands for disks under LVM control:

	pvdisplay to display properties of LVM disks (physical volumes)

	lvdisplay to display properties of LVM logical volumes

	vgdisplay to display information about LVM volume groups



· Use the following commands for disks under VERITAS Volume Manager (VxVM) control:

	vxdisk to display properties of VxVM disks

	vxdg to display properties of VxVM disk groups

	vxprint to display information about the VxVM configuration




NOTE You must use native LVM commands to set up multiple device LUNs such as a file 
system; avoid using SAM in this instance.

Software Storage Managers
HP-UX offer optional software storage management tools, with additional license-enabled advanced features. On HP-UX, there are two products: the Logical Volume Manager (LVM), or the VERITAS Volume Manager (VxVM).

HP-UX Logical Volume Manager
The Logical Volume Manager (LVM) is a subsystem for managing disk space. The HP LVM subsystem offers the following features that enhance availability and performance:
• Mirroring (with the optional HP MirrorDisk/UX software)
• High availability (with the optional HP ServiceGuard software)
• Striping
Unlike earlier arrangements where disks were divided into fixed-sized sections, LVM allows you to consider the disks, also known as physical volumes, as a pool (or volume) of data storage, consisting of equal-sized extents. The default size of an extent is 4 MB. From the physical volumes you can create logical volumes, which can be assigned to file systems, used as swap or dump devices, or used for raw access. You can also use LVM volumes for the root, boot, swap, and dump partitions. With HP-UX 11i v2, disks are managed identically on Server and Workstation systems and, on both, LVM is recommended as the preferred mechanism for managing disks. Although the use of logical volumes is encouraged, disks on both Servers and Workstations can be managed as non-partitioned disks, or with hard
partitions for those disk models that support hard partitions. Both LVM disks and non-LVM disks can exist simultaneously on your system, but a given disk must be managed entirely by either LVM or non-LVM methods. That is, you cannot combine these techniques for use
with a single disk.You can perform LVM operations either through the command-line interface or through SAM; however, SAM does not support the full range of LVM tasks.
For more information on LVM, see Managing Systems and Workgroups: A Guide for HP-UX System Administrators available on the HP-UX documentation site: http://docs.hp.com/.

HP-UX Veritas Volume Manager
The VERITAS Volume Manager (VxVM) is available on an HP-UX system through a license. It provides the following features:
• Concatenation
• Disk spanning
• Striping
• Booting through a VxVM root volume and root disk mirroring
• Volume resizing
• Multiple disk groups
• Co-existence with a native volume manager (LVM)
• Task monitor
• VERITAS Enterprise Administrator (VEA; a Java-based GUI)
• User data mirroring
• Dirty-region logging for mirrors
• Striping plus mirroring
• Mirroring plus striping
• Striping with parity (RAID5)
• RAID5 logging
• Hot sparing
• Hot-relocation
• Online data migration
• Online relayout
• Volume snapshots
• Multipathing
The VERITAS Volume Manager for HP-UX is an alternative to the HP Logical Volume Manager and HP MirrorDisk/UX products. For the complete documentation on VxVM, see the VERITAS Volume Manager 3.5 User's Guide - VERITAS Enterprise Administrator and the VERITAS Volume Manager 3.5 Release Notes,
both available at the following URL: http://docs.hp.com.

Swap Space
The concept of using a disk or disk partition as a swap device to store the unused portion of program memory is identical for both operating systems.
NOTE The term swap refers to an obsolete implementation of virtual memory; HP-UX implement virtual memory by way of paging rather than swapping.
The HP-UX operating system provides two commands for swap space. The swapon command makes a device available for paging. The swapinfo command displays system paging information.

Commands and Utilities
The following commands and utilities are used to create and maintain the file systems and administer swap space.

The dcopy command (HP-UX)
The dcopy command copies an existing HFS file system (usually a character device) to a new HFS file system (preferably a block device), compressing directories by removing vacant entries and spacing consecutive blocks in a file by the optimal rotational gap. Both file systems should be unmounted.

The df command (HP-UX and Tru64 UNIX)
The HP-UX df command displays the number of free 512-byte blocks and free inodes available for file systems by examining the counts kept in the superblock or superblocks. If a special or a directory is unspecified, the free space on all mounted file systems is displayed. If the arguments to df are path names, df reports on the file systems containing the named files. The -F option of the HP-UX df command designates the file system type.

The edquota command (HP-UX and Tru64 UNIX)
The edquota command, which is available on hpux operating systems, is a quota editor that allows you to add and modify user and group quotas and modify file system quota grace periods. Use the edquota command to
display the existing quota information.

The extendfs command 
The extendfs command is common to both the HP-UX and Tru64 UNIX operating systems, but under Tru64 UNIX, it applies only to the UFS file system. Under HP-UX, the -F option allows you to specify the file system type that you are expanding; the command examines the /etc/default/fs file if that option is not given. Also, the HP-UX version of this command has an additional option that lets you query for the current size of the file system.

The extendfs_hfs and extendfs_vxfs commands 
The extend_hfs and extend_vxfs commands are wrappers for the HP-UX extendfs command. They are used to extend an HFS file system and a VxFS file system, respectively.

The fsadm, fsadm_hfs, and fsadm_vxfs commands 
The fsadm command performs selected administration tasks on file systems. These tasks may differ between file system types. The fsadm_hfs and fsadm_vxfs commands are wrappers for the HP-UX fsadm command. They are used to administer an HFS file system and a VxFS file system, respectively.

The fsck command 
The fsck command is used to check file systems and repair them if necessary. The HP-UX version of the fsck command has an option (-F) with which you specify the file system type. The Tru64 UNIX version of this command applies only to the UFS file system. Most of the regularly-used options (-b, -n, -y, and -p) are common to both versions.

The fsck_hfs and fsck_vxfs commands 
The fsck_hfs and fsck_vxfs commands are wrappers for the HP-UX fsck command. They are used to check and repair an HFS file system and a VxFS file system, respectively.

The fsclean command 
The fsclean command reads the superblock of an HFS file system to determine whether that file system’s last shutdown was performed correctly.
The fsdb command 
The fsdb command is used to repair a damaged file system after a crash. There are few options, but they differ between the operating systems(hpux& tru64)


The fsdb_hfs and fsdb_vxfs commands 
The fsdb_hfs and fsdb_vxfs commands are wrappers for the HP-UX fsdb command. They are used to debug and repair an HFS file system and a VxFS file system, respectively.

The mkdir command 
The mkdir command creates directories that can be used for file system mountpoints. 

The lv* commands 
The following commands are available for LVM operations on logical volumes:

	lvchange Change LVM logical volume characteristics

	lvcreate Create logical volume in LVM volume group

	lvdisplay Display information about LVM logical volumes

	lvextend Increase space, increase mirrors for LVM logical volume

	lvlnboot Prepare LVM logical volume to be root, boot, primary swap, or dump volume

	lvmerge Merge two LVM logical volumes into one logical volume

	lvmmigrate Prepare root file system for migration from partitions to LVM logical volumes

	lvreduce Decrease space allocation or the number of mirror copies of logical volumes

	lvremove Remove one or more logical volumes from LVM volume group

	lvrmboot Remove LVM logical volume link to root, primary swap, or dump volume

	lvsplit Split mirrored LVM logical volume into two logical volumes

	lvsync Synchronize stale mirrors in LVM logical volumes



The mkfs command 
The HP-UX mkfs command creates a file system; the file system type is specified with the -F option.

The mount command 
The mount command is used to mount a file system, that is, to attach a file system to a directory (a mountpoint) so that the files on the mounted file system can be accessed. The file systems are unmounted with the umount command. Using the mount command without any options or arguments displays the currently mounted file systems. The options for this command vary between both operating systems; for example, the -F option under the 
HP-UX operating system specifies the file system type

The mount_hfs and mount_vxfs commands 
The mount_hfs and mount_vxfs commands are wrappers for the HP-UX mount command. They are used to mount an HFS file system and a VxFS file system, respectively.

The newfs command 
The newfs command is used to create a new file system on a disk. Specifically, the HP-UX version of this command creates an HFS or VxFS file system, as designated with the -F option, on a disk. 

The newfs_hfs and newfs_vxfs commands 
The newfs_hfs and newfs_vxfs commands are wrappers for the HP-UX newfs command. They create an HFS file system and a VxFS file system, respectively.
The pfs_mount command 
The pfs_mount command is used to mount a CD-ROM.

The pv* commands 
The following commands are available for LVM operations on physical volumes:

	pvchange Change characteristics and access path of physical volume in LVM volume group

	pvck Check or repair a physical volume in LVM volume group

	pvcreate Create physical volume for use in LVM volume group

	pvdisplay Display information about LVM physical volumes within LVM volume group

	pvmove Move allocated physical extents from one LVM physical volume to other physical volumes

	pvremove Remove LVM data structure from a physical volume



The quotacheck command 
The quotacheck command examines each of the specified file systems, building a table of current disk usage,then compares this table against the table stored in the disk quota file for the file system. Both the quota file and the current system copy of the incorrect quotas are updated if any inconsistencies are detected. the option to
specify the file system type under HP-UX is -F; 

The swapon command 
Under HP-UX, the swapon command enables devices or file systems on which paging is to take place; swap devices are listed in the /etc/stab file. 

The swapinfo command 
The swapinfo command displays information about device and file system paging space.

The tunefs command 
Use the tunefs command to alter dynamic parameters that affect the file system layout policies under HFS and UFS.  

The umount command 
The umount command unmounts a file system.

The vg* commands (HP-UX)
The following commands are available for LVM operations on volume groups:

	vgvcfgbackup Create or update LVM volume group configuration backup file

	vgvcfgrestore Display or restore LVM volume group configuration from backup file

	vgchange Set LVM volume group availability

	vgchgid Modify the Volume Group ID (VGID) on a given set of physical devices

	vgcreate Create LVM volume group

	vgdisplay Display information about LVM volume groups

	vgexport Export an LVM volume group and its associated logical volumes

	vgextend Extend an LVM volume group by adding physical volumes

	vgimport Import an LVM volume group onto the system

	vgreduce Remove physical volumes from an LVM volume group

	vgremove Remove LVM volume group definition from the system

	vgscan Scan physical volumes for LVM volume groups

	vgsync Synchronize stale logical volume mirrors in LVM volume groups



The vxdiskadm command 
The vxdiskadm command provides a menu-driven interface to perform common VxVM disk administration tasks. The vxdiskadm command is an interactive script that prompts you for responses and supplies default values where appropriate.
The vxtunefs command 
The vxtunefs commands sets or prints tunable I/O parameters of mounted file systems; this command can set parameters describing the I/O properties of the underlying device, the parameters to indicate when to treat an I/O as direct I/O, or the parameters to control the extent allocation policy for the specified file system. Storage and File System Administration

The vx* commands (HP-UX)
The following commands are available for LVM operations:

	vxdiskusg Generate VxFS disk accounting data by user ID

	vxdump, rvxdump Incremental VxFS file system dump, local or across network

	vxenablef Enable VxFS DMAPI or OnLineJFS functionality in the kernel

	vxfsconvert Convert a file system to a VxFS file system

	vxlicense VxFS and VxVM licensing key utility

	vxrestore, rvxrestore Restore file system incrementally, local, or across network

	vxupgrade Upgrade the disk layout of a VxFS file system



                                         14 System Startup and Shutdown

The most basic operations for the System Administrator are the start up and the shut down of the operating system. This chapter discusses these operations and their associated topics. The processing of booting the operating system, either normally or interactively, differs between the operating systems; however, the run levels and methods for system shutdown are very similar.
Normal Startup
This section describes the simplified system start-up procedures for the HP-UX operating systems..
HP-UX
Automatic boot processes on various HP-UX systems follow a similar, general sequence.
The normal start-up process from a cold start executes three software components: the Processor Dependent Code (PDC), which initiates the Initial System Loader (ISL), which in turn starts the hpux secondary system loader for bootstrap. Finally, the loaded image displays numerous configuration and status messages and passes control to the init
process. At this point, the HP-UX init process reads the /etc/inittab file to complete initialization.
Processor Dependent Code
The Processor Dependent Code (PDC) is the firmware that implements all processor dependent functionality, including the initialization and self-test of the processor. The PDC is activated when the HP-UX system processor is powered on or when the system Reset button is pressed. This firmware gives the system administrator the option to override the autoboot sequence by pressing the Esc key. A message resembling the following usually appears on the console. (c) Copyright, Hewlett-Packard Company, All rights reserved.
PDC ROM rev. xxx.x xx MB of memory configured and tested. Selecting a system to boot.
To stop selection process, press and hold the ESCAPE key... On completion, the PDC loads and transfers control to the Initial System Loader utility. See the pdc (1M) reference page for additional information.
Initial System Loader utility
The Initial System Loader utility (ISL) is the operating system independent portion of the bootstrap processon an HP system. It is loaded and executed after self-test and initialization have completed successfully.When control is transferred to the ISL, an autoboot sequence takes place, which allows a complete bootstrapoperation to occur without intervention from the operator. While an auto-boot sequence occurs, ISL finds and executes the autoexecute file that requests that hpux, the next component, be run with the appropriate arguments. The console displays messages like the following: Booting from: scsi.x HP aaaa Hard booted. ISL Revision A.xx.xx date ISL booting hpux boot disk(;0)/stand/vmunix
See the isl (1M) reference page for additional information.
Secondary System Loader Utility, hpux
The Secondary System Loader, hpux, displays the load image’s device file, as well as the TEXT size, DATA size, the BSS size, and start address of the load image before control passes to the image. Here is an example of the hpux output: 
Booting disk(scsi.x;0)/stand/vmunix
966616+397312+409688 start 0x6c50
The setboot utility
The HP-UX operating system offers a utility that enables you to display and modify variables that influence the boot sequence, so that you do not need to bring the system down. These variables reside in an area of high-reliability memory called “stable storage.” This storage contains the boot path information along with other critical file system parameters even if the storage card is removed from the backplane. After the initial memory controller is  initialized, the processor-dependent code (PDC) accesses stable storage to determine the
boot device and console selection process; this information consists of the following:
• the primary boot path
• the alternate boot path
• whether the autosearch sequence is enabled or disabled
• whether the autoboot sequence is enabled or disabled.
The setboot utility provides option flags for setting this information. To read the current values, enter the
setboot utility without any options or parameters, as shown here:
# setboot
Primary bootpath : 10/0/15/0.6.0
Alternate bootpath : 10/0/14/0.0.0
Autoboot is ON (enabled)
Autosearch is ON (enabled)

Interactive Boot
With an interactive boot, you can specify a boot device or kernel different from the default. This is especially useful for testing a newly configured kernel. Also, you have the ability to interact with the firmware to display or set the system firmware parameters
HP-UX
An interactive boot is sometimes referred to as a single-user boot or an attended mode boot in HP-UX parlance. Pressing the Esc key during the boot process halts the automatic boot sequence. You are able to interact with the PDC, which displays the Boot Console User Interface main menu, as shown here. Selecting a system to boot.
To stop selection process, press and hold the ESCAPE key.
Selection process stopped.
Searching for Potential Boot Devices.
To terminate search, press and hold the ESCAPE key.
Device Selection Device Path Device Type
-------------------------------------------------------------
P0 scsi.x.0 device type for p0
P1 scsi.y.0 device type for p1
P2 lan.ffffff-ffffff.f.f device type for p2
b) Boot from specified device
s) Search for bootable devices
a) Enter Boot Administration mode
x) Exit and continue boot sequence
Select from menu:
The system automatically searches the SCSI busses, the local area network (LAN), and other possible interfaces for all potential boot devices and lists them in table form.
The PDC also provides a menu of options in the event you wanted to perform some task other than boot the system. You need to specify option b to boot the system. You also need to specify the device shown in the Device Selection column that contains the program to be booted and the name of that program, usually isl. The Initial System Loader utility controls the loading of the operating system. The following example shows how to boot the ISL from device P2:Select from menu: b p0 isl
The system displays first a few messages, then the ISL prompt. At this point, you have the following capabilities:
• Booting to single user mode:
ISL>hpux -is
• Booting to multi-user mode (without network services):
ISL>hpux -i2
• Booting another kernel, possibly with a modified configuration:
ISL>hpux vmunix.trial
• Booting from another section of the root disk
• Booting from another disk
ISL>hpux (2.0.0.0)/stand/vmunix
• Booting from LAN:
ISL>hpux lan(32)/stand/vmunix
• Listing the contents of the /stand directory on the root disk:
ISL>hpux ll /stand
See the hpux (1M) reference page for additional information.
To continue booting to single-user mode, enter the following command:
ISL>hpux -is
The i option to the hpux utility passes its argument to the init process; this argument specifies the run level; In this example, the string s indicates single user mode. Continuing the example, the output from the hpux utility resembles the following:
Boot : disk(scsi.x;0)/stand/vmunix
xxxxxx+yyyyyy+zzzzzz start 0xnnnn
Kernel Startup Messages Omitted
INIT: Overriding default level with level ‘s’
INIT: SINGLE USER MODE
WARNING: YOU ARE SUPERUSER!!
# 
Usually the system administrator invokes the init utility with run level 2 or 3 to start multi-user mode.

Run Levels
The following table illustrates the similarity of the HP-UX and Tru64 UNIX run levels. Both operating systems allow the system administrator to define custom run levels.

Run Level HP-UX 
· 0     Halt
· S       Single User State with only essential system services (NOTE: with this run level the  console is maintained at the tty where init was run). 
· s      Single User State with only essential system services 
· 1    Starts a subset of essential system processes; the file systems in /etc/fstab are  mounted. It can also be used to  erform system administration tasks. 
· 2    The operating mode is typically called "multi-user state". This mode allows all
users to access the system. Network and NFS client are enabled

· 3   Multi-User Mode. NFS and X Server enabled. In this mode, NFS file systems can
be exported, as required for NFS servers. 
· 4   For HP VUE users. In this mode, HP VUE is active.

· 5  Definable 

· 6   Definable 

· 7  Definable 

· 8  Definable
 
· 9 Definable 

System Shutdown
In hpux  operating systems, you can use either the shutdown command or a graphical utility to shutdown the system.

The shutdown command 
The most often used options (-h and -r) for shutdown 
Graphical Utilities
HP-UX
You can shut down the system through the HP-UX SAM utility as follows:
1. Select the Routine Tasks icon.
HP-UX 
-h Shut down system and halt. -h Shut down the system or cluster and halt. 
-r Shut down the system and reboot -r Shut down the system and reboot.
-y Do not require any interactive responses. 
-b Send shutdown message to the rwalld daemon on remote client hosts that have mounted    NFS file systems. 
-o In a diskless cluster environment,shutdown the server only, but do not reboot the clients.
 -f Fast shut down.
-k Send message to users without shutting down the system. 
-n Bypasses normal disk synchronization before shutting down.
-s Executes the stop entry point of the run-level transition scripts in
/sbin/rc0.d/Knn_name,
/bin/rc2.d/Knn_name, and
/sbin/rc0d/K45syslog.
The Routine Tasks window opens.
2. Select the System Shutdown icon. The System Shutdown dialog box opens.
3. Select the appropriate options, then select OK.

                         15 User and Group Account Administration

This chapter discusses the commands, utilities, and tasks to add, modify, and delete user and group accounts. Although these commands, utilities, and tasks are similar, there are differences in the password rules and default user and group identifier assignments.
Password Rules
There are some password criteria in hpux operating systems. The following :
Passwords under HP-UX:
• must contain at least six characters
• must contain at least two alphabetic characters
• must contain at least one non alphabetic character
HP-UX operating systems offer commands and utilities that enable the system administrator to change user account data and, in some cases, allow the users some data themselves. This section describes the commands and offers step-by-step instructions on how to add a user account, how to modify it, and how to delete a user account on each operating system.
There are some differences in the root user account between both operating systems. On HP-UX, you are not required to be in a special group to use the su command to access the root account; also, switching to the root account always resets some of your environment parameters, notably PATH and the umask value. Under HP-UX, this account cannot own any files or processes; Also, under HP-UX, the superuser cannot use the su command to change to the nobody user account.
User Account Data
HP-UX operating system require information for a user account; the operating system may provide information based on the next available value or according to a default
value or the values recorded in a template.The default user shells on HP-UX /sbin/sh is the POSIX shell

Table 15-1 User Account Data

	Data Item                    	 
	HP-UX

	User ID     			required 

	Full Name 			required 

	Password 			required 

	Shell 				required 

	Primary Group 		required 

	Secondary Groups 		optional 

	Home Directory 		required 

	Office 			optional 

	Office Phone Number 	optional 

	Home Phone Number 	optional 



Table 15-2 Default User Identifiers
	User ID 
	HP-UX

	0 
	root 

	1 
	daemon 

	2 
	bin  

	3 
	sys  

	4 
	adm  

	5 
	uucp  

	6 
	not assigned  

	7 
	not assigned  

	8 
	not assigned  

	9 
	lp  

	10 
	not assigned  

	11 
	nuucp  

	12 
	not assigned  

	27 
	hpdb  

	30 
	www  

	40 
	webadmin  

	101 
	smbnull 

	60001 
	not assigned 

	65534 
	not assigned  

	-2 
	nobody  



User and Group Account Administration

Default umask Values
The umask value affects the value of the file mode permission bits for created files. 

SAM (HP-UX)
The HP-UX System Administration Manager provides a graphical user interface that enables you to add, modify, and delete user accounts. This is the preferred method of performing these tasks. 

Commands and Utilities

The passwd command
This command enables you to change the password for a specified user. 

The useradd command
This command creates a user login on the system by adding the appropriate entry to the /etc/passwd file. HP-UX operating systems have the same options with the following exceptions:
-k skel_dir specifies the skeleton directory.
-b dir specifies the base directory.

The usermod command
This command modifies an existing user login on the system by changing the appropriate entry in the /etc/passwd file. HP-UX operating systems have the same options with the following exceptions:
-k skel_dir specifies the skeleton directory.
-f days specifies the number of days of continuous inactivity before the login is declared inactive.
The userdel command
This command deletes a user login from the system. 
-r options

User Templates
The HP-UX operating systems maintain a directory of templates for the .profile, .cshrc,
and .login files for users. These templates (or “skeletons”) are used to establish the umask value, the $PATH variable, and so on.Under HP-UX, the full pathname of this directory is /etc/skel. In addition, SAM allows you to create user templates that can be used when you create user logins. Select Actions->User Templates->Create... from the User dialog box to open the Create User Template dialog box. Once you have created the user template, you can select it to enforce these options when creating user accounts. You also have the capability of creating and maintaining multiple templates, each one designed for specific needs.
Group Accounts
Group accounts offer a means of sharing system resources among certain users and restricting them from others. It is possible,even necessary,for some users to be assigned to more than one group. This section describes the commands and utilities, and the tasks involved for adding, modifying, and removing group accounts on hpux operating system.
Under HP-UX, this account cannot own any files; 

Commands and Utilities
The User and Group Accounts portion of the HP-UX SAM utility offer a graphical user interface for adding, modifying, and deleting group accounts. Also, hpux operating system offer the groupadd, groupmod, and groupdel commands.
Table 15-3 Default Group Identifiers
   
		 
	Group ID
	HP-UX    

	0
	root

	1
	other

	2
	bin 

	3
	sys 

	4
	adm 

	5
	daemon 

	6
	mail 

	7
	lp 

	8
	not assigned 

	9
	not assigned 

	10
	tty  

	11
	nuucp 

	12
	not assigned 

	13
	not assigned 

	14
	not assigned 

	15
	not assigned 

	16
	not assigned 

	17
	not assigned 

	18
	not assigned 

	19
	not assigned

	20
	users

	21
	not assigned 

	101
	smbnull 

	102
	cd write 

	65534
	not assigned 	

	60001
	nobodyV

	-2
	nogroup 



SAM
The HP-UX System Administration Manager provides a graphical user interface that enables you to add, modify, and delete group accounts. This is the preferred method of performing these tasks. 

The groupadd command
This command creates a group on the system by adding the appropriate entry to the /etc/group file. 

The groupmod command
This command modifies an existing group account on the system by changing the appropriate entry in the /etc/group file.

The groupdel command
This command deletes a group account from the system. There are no options in the HP-UX version of this command 

                                    A File System Hierarchies

This appendix illustrates the different file system hierachies used on HP-UX operating systems
HP-UX Files
The following illustrates the hierarchy of files in an HP-UX 11i v2 operating system.
/
|__.
|__lost+found
|__etc
|__lvmconf
|__rc.config.d
|__opt
|__vx
|__ftpd
|__cmcluster
|__.java
|__switch
|__eisa
|__skel
|__local
|__default
|__useracct
|__hparray
|__sam
|__vhelp
|__SnmpAgent.d
|__ppp
|__dhcpv6db
|__mail
|__dfs
|__dt
|__config
|__appconfig
|__appmanager
|__help
|__icons
|__types
|__lp
|__cinterface
|__class
|__info
|__interface
|__member
|__sinterface
|__acct
|__X11
|__vue
|__gss
|__uucp
|__net
|__ticlts
|__ticots
|__ticotsord
|__smsec
|__stand
|__lost+found
|__boot.sys
|__stand
|__krs
|__krs
|__current
|__bootfs
|__stand
|__current
|__krs
|__mod
|__mod
|__krs
|__last_install
|__backup
|__tmp
|__home
|__opt
|__lost+found
|__ignite
|__dce
|__nettladm
|__cifsclient
|__fcms
|__hparray
|__interconnect
|__dcelocal
|__snia
|__networkdocs
|__ipf
|__VRTSvxms
|__VRTS
|__resmon
|__atok
|__image
|__asx
|__audio
|__sec_mgmt
|__samba_src
|__samba
|__gnome
|__graphics
|__mpi
|__java1.3
|__java1.4
|__Netscape
|__mozilla
|__hpwebadmin
|__mlib
|__wbem
|__nparprovider
|__icod
|__mx
|__parmgr
|__perl
|__perl_64
|__ssh
|__upgrade
|__share
|__bin
|__lib
|__VRTSob
|__VRTSfspro
|__VRTSvlic
|__VRTSvmpro
|__hpws
|__mysql
|__webadmin
|__sanmgr
|__usr
|__lost+found
|__sbin
|__bin
|__lib
|__newconfig
|__lbin
|__contrib
|__conf
|__ccs
|__obam
|__share
|__include
|__sys
|__sio
|__arpa
|__net
|__netinet
|__protocols
|__nfs
|__rpc
|__rpcsvc
|__krb5
|__X11
|__gssapi
|__.unsupp
|__security
|__sioserv
|__ia64
|__aCC
|__aCC_std
|__local
|__old
|__sam
|__bin
|__help
|__lbin
|__lib
|__examples
|__dt
|__lib
|__app-defaults
|__appconfig
|__bin
|__config
|__share
|__dthelp
|__vue
|__tsm
|__etc
|__var
|__lost+found
|__opt
|__ignite
|__local
|__clients
|__hparray
|__cifsclient
|__resmon
|__samba
|__hpwebadmin
|__wbem
|__sec_mgmt
|__mx
|__dce
|__atok
|__audio
|__kwdb
|__mysql
|__sanmgr
|__tmp
|__adm
|__home
|__TC-SysSetup-TECH-KRN
|__dt
|__tmp
|__appconfig
|__appmanager
|__asx
|__preserve
|__uucp
|__vx
|__stm
|__mysql
|__spool
|__mail
|__run
|__news
|__sam
|__yp
|__X11
|__statmon
|__cluster
|__sbin
|__fs
|__lib
|__init.d
|__rc0.d
|__rc1.d
|__rc2.d
|__rc3.d
|__rc4.d
|__SnmpAgtStart.d
|__set_parms.d
|__dev
|__vg00
|__dsk
|__rdsk
|__diag
|__rscsi
|__ptym
|__pty
|__vx
|__pts
|__screen
|__telnet
|__net
|__cdrom
|__qarun
|__.sw
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Figure 6-1 Location of the vimunix kernel
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